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I

Chapter 1

INTRODUCTION

Background

Stemming from proposals and exploratory research by such investigators as Hunt,

Frost, and Lunneborg (1973), Estes (1974), Underwood (1975), R. Sternberg (1977), and

others, the Personnel and Training Research Program of the Office of Naval Research has

recently shown much interest in supporting research aimed at examining the possibility

of measuring important dimensions of human cognitive ability through various types of

relatively simple cognitive tasks. These tasks have included (among others) the fol-

lowing: simple and choice reaction tasks, naming and word-reading tasks, iconic memory

tasks, simple comparisons of stimuli with respect to physical, graphemic, and semantic

characteristics, probed search of short-term memory, visual scanning tasks, mental ad-

dition, recognition tasks (discrimination of previously presented items from ones not

previously presented in a laboratory learning situation), memory span and other serial

and free recall tasks (with or without a phase in which interference with memory for

the presented stimuli is introduced), paired associate learning tasks, simple language

comprehension tasks, and simple reasoning tasks (such as analogical reasoning and

three-term series problems). Individual differences (hereafter, IDs)* measured through

such tasks might have use in personnel selection and in various aspects of personnel

training programs. It is thought that IDs measured in performance of tasks would be

less subject to the possibly biasing effects of differences in education, training,

special knowledge, special opportunities for practice, and other variables that are

*Throughout this report, abbreviations for terms and phrases frequently used are

as follows: ETS, Educational Testing Service (Princeton, NJ); FA, factor analysis,
factor-analytic; GRE, Graduate Record Examination; ID, IDs, individual difference(s);
IQ, intelligence quotient; PA, paired associate(s); PMA, Primary Mental Abilities;
RT, reaction time; SAT, SAT-V, SAT-M, Scholastic Aptitude Test (-Verbal, -Mathematical);
SES, socioeconomic status; SI, structure of intellect; WAIS, Wechsler Adult Intelligence
Scale; WISC, Wechsler Intelligence Scale for Children.



thought to lessen the validity and/or "fairness" of more conventional psychometric pro-

cedures. If some set of experimental cognitive tasks could be developed to the point

of attaining high reliability, validity, and standardization, it is believed, they

could be substituted for more conventional tests, or at least used as important

supplements to such tests.

Although some of this work has a practical orientation, it is also recognized as

possibly important in leading to a better theory of what is traditionally referred to

as "intelligence," and to a better understanding of the nature of individual differences

in cogniti' abilities. Estes (1974), Hunt and Lansman (1975), and Underwood (1975)

have underlined the potential usefulness of ID research in the development of

psychological theory.

Focus of the Present Study

The present study is frankly a survey and critique of literature. It presents no

new data (except, perhaps, in the course of reanalyzing data presented in the litera-

ture). A comprehensive and critical survey of the kind undertaken here has not, to our

knowledge, been undertaken previously.

In the course of this literature survey, the following questions will be uppermost:

1. What kinds of IDs are observable in simple cognitive tasks?

2. Are these IDs of sufficient extent, and can they be made to attain sufficient

reliability, to lead one to believe that they reflect stable characteristics of indi-

viduals, and to suppose that they might be relevant in personnel selection and training

programs in an organization like the U.S. Navy?

3. How can these IDs best be observed? Under what conditions, and through what

procedures, can they best be measured? How should performances be scored and otherwise

reduced to quantitative terms? Are the 10s reflected better in gross speed and accuracy

scores, or are they better reflected in carefully defined parameters of task performance

in relation to information processing theories? Are "componential analysis" procedures

(as suggested by Sternberg, 1977) to be recommended in obtaining suitable performance

measures, and if so, how generally can such procedures be applied?

2



4. From a factor analytic viewpoint, what are the dimensions of IDs in simple

cognitive tasks? How general are these dimensions over a wide variety of such tasks,

or is it the case that Is are largely specific to narrowly defined classes of tasks?

' 5. To what extent do INs measured through simple cognitive tasks relate to dimen-

sions of IOs as measured by more conventional psychometric tests? To what extent, if

at all, are these IDs involved in the performance of more conventional tests, and if

so, can conventional tests be adapted so as to better reflect the functioning of such

IDs? If there are significant relationships between IDs measured through simple cog-

nitive tasks and those measured through more conventional tests, do these relationships

reflect intrinsic common elements between the two classes of variables, or do they

reflect the operation of extrinsic, "third variables"?

6. To what extent are IDs measured through simple cognitive tasks subject to the

effects of specific education, training, practice, and other variables that would tend

to reduce their suitability for use in personnel assessment and training programs? To

what extent do they vary as a function of such demographic variables as sex, age, SES,

race, and occupation? To what extent do they vary as a function of strategies of

performance that may be more or less arbitrarily chosen or adopted by examinees?

7. To what extent, and in what way, is the study of Is in simple cognitive tasks

likely to lead to better understanding of human behavior, or to the development of

psychological theory? What is the "construct validity" of these IDs, i.e., what do

they "really" measure or reflect?

Scope of the Literature Surveyed

Cognitive psychology is currently a rapidly burgeoning field, but it has focused

on a relatively small number of experimental "paradigms" such as choice reaction time,

comparisons of stimuli (e.g., the type of task studied by Posner and his associates

[Posner & Mitchell, 1967]), probed search of short-term memory (as studied by S. Stern-

berg, 1966), memory span, free and serial recall, sentence comprehension (as studied by

Clark & Chase, 1972), and analogical reasoning (R. Sternberg, 1977; Whitely, 1976).

Many of these tasks have been intensively studied by experimental psychologists, though

3



not usually with the objective of identifying and studying IDs. In the present survey,

an attempt is made to examine a wide variety of these paradigms, and the tasks associ-

ated with them, from the standpoint of their potential use in ID research. Through the

tracking of the numerous journals in the field of cognitive psychology, and by the use

of divers bibliographic sources, a large file of references has been assembled* that,

it is believed, includes an adequate representation of the variety of paradigms and

tasks that have been studied in cognitive psychology in recent years. Since some of

these paradigms and tasks have actually been objects of study for a very long time, the

bibliographical coverage has extended fairly far back into the history of experimental

psychology, even into the late 19th century.

Equal attention has been given also to the collection of literature concerned with

the identification of IDs in the psychometric tradition, particularly that of factor

analysis. The bibliographic coverage has included work not only in the measurement of

general, verbal, and non-verbal intelligence, but also factor-analytic work following

traditions established by Thurstone (1938), Guilford (1967), Cattell (1971), and Horn

(IM5).

The reference file further contains many citations of articles, manuscripts,

books, monographs, etc. discussing cognitive theory, the theory of IDs in cognitive

abilities, the possible genetic and environmental determinants of such differences, and

methodological problems arising in ID research.

The literature review itself is selective in a way that cannot be precisely speci-

fied beyond the statement that the reviewer has used his experience and judgment to

choose materials from the literature data base that are deemed most pertinent to the

objectives of the survey. Because of space and time limitations, many materials and

issues cannot be dealt with extensively, if at all.

*At the present writing, this file contains 2732 Items that are maintained in two

forms: (1) a 5 x 8 card file, alphabetically arranged by authors, that contains (in
many cases) abstracts, notes, and other annotations; and (2) a computerized file of the
reference citations from which various sorts by author, title, date, subject-matter
classification, and source can be printed. The file is being continually updated and
added to.
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Some Perspectives and Constraints

The stance adopted here is that of a "hard-nosed," critical examination of the

literature from the standpoint of its adequacy, in terms of experimental and psycho-

metric methodology, for answering the questions posed. The initial assumption is in

the form of a null hypothesis to the effect that IDs observed in simple cognitive tasks

are of no theoretical or practical importance, and that they have no intrinsically

meaningful relationships to the IDs measured by conventional psychometric tests. Com-

pelling evidence is sought that might lead one to reject such a null hypothesis. Se-

lected studies are examined in considerable detail; in some cases, data are reanalyzed

and the results of different studies are compared. Flaws thought to be present in the

design, execution, and analysis of studies found in the literature are pointed out

whenever necessary. When appropriate, the reviewer makes recommendations as to what

he regards as preferred procedures of design, execution, and analysis.

In the main, the focus is on studies done with "adult" subjects (late adolescence

and early adulthood). Studies involving children, or older adults, are discussed only

when their results are believed to illuminate those of studies done with younger adults.

There will be little discussion of problems of the predictive or concurrent valid-

ity of IDs in simple cognitive tasks vis-a-vis training or job success criteria. There

are, in any case, few studies in which pertinent data on these problems are to be found,

and even if the literature contained sufficient information on these points, considering

them would too much enlarge the scope of this review. However, the reader will find

discussion of the "construct validity" of these IDs, i.e., the nature of the abilities

and individual characteristics that they may reflect.

A somewhat neutral, eclectic, and atheoretical stance is adopted regarding what is

meant by such terms as "ability," "aptitude," and "achievement." If the focus is pri-

marily on IDs observed in individuals' performances in simple cognitive tasks, it is

only for further consideration and research to determine whether these IDs reflect rela-

tively enduring and persistent characteristics of individuals as opposed to relatively

transitory attributes, and whether these IDs arise through genetic influences or long-
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term maturatlonal effects as opposed to the effects of education, training, and specific

experiences. In some cases, e.g. performance on word-recognition tasks, IDs are ob-

viously at least partly a function of long-term educational experiences, and could well

be related to scores on tests of educational achievement such as reading comprehension

tests. Although one might be inclined to exclude consideration of IDs in such types

of educational achievement, they are nevertheless discussed here, along with IOs the

status of which with regard to specific environmental effects (e.g., those observed in

choice reaction time tasks) is much less clear. We draw the line only with respect to

tasks that can be successfully performed only by persons with quite specific kinds of

education and training, e.g., tasks whose performance requires knowledge of a foreign

language, of certain scientific concepts, or of other subjects that are taught only to

certain individuals in school.

General Plan of the Review

As already noted, the focus of the review is on IOs observed in what are referred

to as "simple cognitive tasks." This necessitates defining this phrase and delimiting

the range of tasks that might be included under this rubric. A method of describing

and analyzing such tasks is presented so that they can be compared, classified, and

examined from an information processing perspective. The concept of an "elementary

cognitive task" (ECT) is developed, and a method of graphically representing the struc-

ture of an ECT--the method of "dual time representation" (DTR)--is presented, leading

to analysis of stages, components, and parameters of ECTs. A computer program, SIMCOG,

for representing the structure of ECTs is also presented.

With these theoretical developments as background, a series of simple cognitive

tasks examined in recent cognitive psychology literature are described and analyzed in

the ECT, DTR, and SIMCOG frameworks. Evidence for I variance in the performance of

such tasks is reviewed extensively.

Next, the dimensionality of these IDs and their relations to IDs observed in more

conventional psychometric tests are considered. It is found necessary to analyze

selected psychometric tests in the ECT, DTR, and SIMCOG frameworks, and to explicate the
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relations of test scores to the stages, components, and parameters of the tasks

included in these psychometric tests. As far as available evidence permits, the dimen-

sionality of IDs in both ECT and psychometric tests is assessed from a factor analytic

standpoint, i.e., setting forth what general, group, and specific factors are to be

found in this domain.

Various issues relevant to the IDs in ECTs and psychometric tests are then con-

sidered in detail, including their reliability, their construct validity, and their

susceptibility to education, training, and practice effects. The role of subjects'

performance strategies in modulating the effects of IDs is also discussed.

The results of the survey are sumnarized according to the list of questions posed

in an earlier section of this introduction.

7
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Chapter 2

PARADIGMS AND PROCESSES OF COGNITIVE PSYCHOLOGY

The Need for a Systematic Theory of Cognition

Eloquent pleas for a satisfactory theory of cognition, as it might be applied in

the study of IDs, have already been sounded by Hunt and others (Hunt, Frost, & Lunne-

borg, 1973; Hunt & Lansman, 1975). The need becomes more evident as one approaches the

task of analyzing the current literature for information about ways in which IDs mani-

fest themselves in the cognitive tasks studied by experimental psychologists, and the

manner in which they are revealed in psychometric tests. The literature of cognitive

psychology is still extremely fragmented. A large number of types of cognitive tasks

have been studied, and several models of cognitive processes have been proposed. Yet,

there seems to be no theory that allows one to classify cognitive tasks according to a

unified scheme and to interpret them as reflecting specifiable components of an inte-

grated model. One has the impression that the many studies of particular cognitive

tasks give no way of interrelating them. Furthermore, there is no agreed-upon list or

array of cognitive processes by which one can analyze the covert and overt behavior of

human performers of those tasks. Newell and Simon (1972, pp. 29-30) have proposed one

such set, but the formalization and adequacy of this set has not yet been tested. It

is therefore difficult to cross-identify the sources of IDs observed in those tasks.

This chapter attempts to develop at least a first approximation to a unified

theory of cognitive processes. It can be only a brief sketch indicating the directions

in which we are thinking; it has to ignore much of the extensive experimental litera-

ture on cognitive processes. First we attempt to classify what we will call elementary

cognitive tasks (ECTs). In order to achieve this classification, it is found desirable

to propose a tentative classification of the major paradigms of cognitive psychology.

Based on the analysis of these paradigms and the cognitive tasks they represent, a list

of distinct cognitive processes is drawn up, and each postulated cognitive process is
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given a formal characterization. Two ways of analyzing cognitive tasks in terms of

these processes are presented and illustrated: (1) a graphical method, called Dual

Time Representation (DTR), and (2) a computer program, called SINCOG, that affords a

limited type of simulation of cognitive processes in cognitive tasks. The use of the

several paradigms in observing and measuring distinct cognitive processes is described

as a background to the survey of literature of IDs in cognitive tasks that is made in

the following chapters.

Elementary Cognitive Tasks: Toward a Definition

In the introductory chapter, we have rather casually spoken of a variety Of

"simple cognitive tasks" without defining this term. In the interest of delimiting and

characterizing the objects that this survey covers, and also in the interests of speci-

fying the characteristics of those objects in relation to a theory of behavior and cog-

nitive performance, we find it desirable to attempt to establish a special definition

of what we shall term an elementary cognitive task (ECT).

Dictionary definitions of the word task* do not adequately convey the characteris-

tics and structure of what is intended by the term ECT, and some connotations of the

word (its association with the notion of work, the assignment of tasks by superiors,

and the difficulty, tediousness, and/or aversiveness of tasks) are irrelevant. We may

define a task as any action that a person may undertake in order to achieve a speci-

fiable class of objectives, final results, or terminal states of affairs. It is to be

understood, however, that "finality" is only relative; the end result or terminal state

may only lead to another task, either a repetition of the same task or to a different

one. The specifiability of the end result of a particular task is crucial, however,

first because the individual undertaking the task must understand what type of end

result is to be attained and have some notion of the criterion or criteria by which

*American College Dictionary (Random House): "1. a definite piece of work assigned

or falltng to a person, a duty; 2. any piece of work; 3. a matter of considerable labor
or difficulty." American Heritage Dictionary: "1. A piece of work assigned by a super-
ior or done as a part of one's duties. Z. A difficult or tedious undertaking. 3. The
function that a working person, unit, or thing is expected to fulfill; objective."

9
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attainment of the end result is to be assessed. Because of this, the tem. "cognitive"

could be regarded as automatically entailed in the definition of the term task. From

this standpoint, the task of, say, digging a round hole in the ground one foot deep and

one foot in diameter could be said to be a cognitive task, because the person undertak-

ing to dig such a hole must understand (among other things) what a hole is and how the

dimensions of the hole are to be measured.

By using the adjective cognitive, we intend to limit the range of "cognitive

tasks" to those which centrally involve mental functions not only in the understanding

of the intended end results but also in the performance of these tasks. Performing the

task of digging a hole in the ground implicates mental functions to a relatively limited

extent; the task of repeating a series of numbers (as in a memory span task) involves

mental functions (storing and retrieving the numbers with respect to their order of

appearance, in addition to "chunking" or otherwise manipulating the materials to be

repeated) in its performance, and therefore can be called a "cognitive" task. Even

though an ECT may (as it nearly always does) involve a motor performance (pressing a

button, moving a finger, uttering a word, etc.), it is cognitive to the extent that

decision processes direct these motor performances.

We may also assert that a task becomes cognitive to the extent that, given the

same stimulus and situation in which to operate, different performances and different

end results are a function of the instructions ygven to, or self-adopted by, the per-

former prior to the action. For example, given a series of digits to repeat, a person

would be expected to respond differently depending upon whether he is instructed to

repeat the digits in the same order as presented, or backwards, or with the addition

of a constant to each number.

By using the attributive elemeiitary., we intend Further to restrict the range of

"elementary cognitive tasks" to those which require, in their performance, a relatively

small number of mental processes acting either sequentially or simultaneously. Finding

one word to fulfill the requirements for one row or column of cells in a crossword

puzzle would be regarded as an ECT. Completing the whole of the puzzle would not;
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rather, it would be regarded as a series of separate ECTs, amenable to being performed

in various orders and with different stimulus conditions, depending on the order in

which they are performed. Mentally dividing a 2-digic number by a 1-digit number could

be an ECT; but it is unlikely that mentally dividing a 10-digit number by a 3-digit

number would be regarded as an ECT. Repeating a 10-word sentence after an experimenter

could be regarded as an ECT, but summarizing the content of a presented 100-word

paragraph probably would not.

The attribute of being "elementary" is a matter of degree and no sharp demarcation

of ECTs can be made in this respect. The ECTs studied in cognitive psychology are

characteristically simple rather than complex. "Complex" cognitive tasks, such as sum-

marizing a paragraph, could in theory be reduced to series of ECTs but their complexity

would reside in the very large number of possible patterns and sequences of ECTs that a

subject could go through in the performance of the task as a whole.

It is also characteristic of ECTs that their end results are highly determinate in

the sense that achievement of the final state or outcome can be readily judged as suc-

cessful or "correct." A subject's judgment of whether two stimuli are the "same" or

"different" can be assessed as either "correct" or "incorrect" depending on the actual

objective comparison of the stimuli. Achievement of a "successful" final state is

possible in an ECT even when (as in the task of finding a synonym for a word, let us

say) any one of a number of possible outcomes could be judged "adequate" or "correct"

completions of the task. In the case of a free association task (responding to a

stimulus with "the first word that comes to mind"), the criterion for judging a re-

sponse as "adequate" could be as loose as requiring simply that any word is an adequate

response, as long as it is different from the stimulus, or otherwise non-routine.

In view of the problems encountered in strictly defining an ECT, we offer only the

following tentative and somewhat loose definition:

An elementary cognitive task (ECT) is any one of a possibly very large set of
tasks in which a person undertakes, or is assigned, a performance for which there is a
specifiable class of "successful" or "correct" outcomes or end states which are to be
attLined through a relatively small number of mental processes or operations, and whose
successful outcomes can differ depending upon the instructions given to, or the sets or
plans adopted by, the person.
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This definition will perhaps become further specified through the examination and

analysis of a series of ECTs which have been studied in cognitive psychology and which

conform to cur general concept of elementary cognitive task.

Defining ECT will also be facilitated by the realization that in many cases, the

"items" contained in mental ability tests can be regarded as ECTs.

The Classification and Analysis of ECTs

It is an avowed purpose of cognitive psychology (Neisser, 1967) to study mental

processes, that is, rental operations that involve the processing of information. In

the course of research in this field, a number of experimental "paradigms" have been

developed, the purpose of which is to permit the isolation of mental processes of in-

terest and the determination of how the operation of these processes is affected by

experimentally manipulating variables such as stimulus presentation duration, type of

stimulus, task instructions, etc. Among the paradigms that have been developed and

studied intensively are the "Posner task" (Posner & Mitchell, 1967), the "Sternberg

paradigm" (Sternberqj, 1966), the memory span paradigm, the free recall paradigm, and

the Clark and Chase (1972) sentence verification paradigm. In general, these paradigms

represent classes of ECTs. An ECT requires a greater amount of specification than a

paradigm. Whereas a paradigm implies only a very general specification of the structure

and design of an experimental task, and admits of many variants, any given ECT requires

the specification of the instructions given, the types of stimuli presented, the tem-

poral relationships involved, the responses required, etc. A standard method is needed

for specifying ECTs and for distinguishing highly similar ECTs. Even when two ECTs

appear to conform to the same paradigm, there can be subtle differences between them

that may affect findings and results in a radical way.

On the other hand, the several experimental paradigms developed in cognitive psy-

chology may not always be as distinct as they might appear to be merely from the fact

that they are designated differently. For example, the serial recall paradigm is

highly similar to the memory span paradigm, since both involve a "readout" of stored

memories in the order in which their stimuli are presented. Likewise, the "Stroop
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task" (Stroop, 1938) has many features in common with naming and reading tasks. It

therefore becomes desirable to establish a system for comparing and classifying para-

digms, and for relating them to the ECTs that may be generated from them.* Proposals

toward this goal are contained in the following sections.

Dual Time Representation (DTR) of ECTs

In presenting the structure of an experimental task or paradigm, authors sometimes

utilize a graphical, diagrammatic representation in which the sequence of events is

shown from left to right or from above to below. We have found it useful to elaborate

this type of presentation by showing time on both left-to-right (horizontal) and above-

to-below (vertical) axes. We call this type of diagram dual time representation, or

DTR.

In this representation, objective (observable) stimulus and response events are

shown along the central time axis that runs from upper left to lower right. The re-

maining space in the chart is available for other purposes. The upper triangle (above

the diagonal axis) is used for representing presumed mental or "cognitive" processes,

their duration and effects over time, and their intorrelationships and interactions

with stimulus and response events and with each other. The lower triangle can be used

for such purposes as annotating stimulus variations, depicting repetitions of events

(as by the "repeat signs" of musical notation), and showing measurement procedures

(e.g., time measurements). The distances on a DTR chart are regarded only topologi-

cally; i.e., they show only temporal order relationships among events, but do not

necessarily represent, to scale, the exact occurrence times or the durations of events.

Various further conventions can be established in designing DTR charts. In re-

presenting objective events, those that are obligatory (i.e., that are always present

*To our knowledge, there have been few if any systematic attempts to establish

schemas for classifying and comparing paradigms and cognitive tasks. Donders (see
Chase, 1978, pp. 21-23; Scott, 1940) proposed a tentative scheme for classifying
certain reaction time tasks. Melton (1964) edited a series of papers that attempted
to establish "categories of learning," but the book did not result in any commonly
accepted classification system.
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and are characteristic of the task) are shown in solid-line boxes. Optional events are

shown in broken-line boxes. Broken lines bordering the lower right of a box can be

used to indicate that an event (e.g., the shining of a light) persists for an indefinite

period, or until some other event supercedes it. A box of either type can be filled

with an abbreviated description of the events it represents; further details can be

placed in the lower triangle of the chart, in the form of footnotes. f two or more

events are simultaneous, they can be shown by dividing the box into horizontal sections

and allocating appropriate space to each event. (If the same time scale is used in

both vertical and horizontal dimensions, the boxes are square, but it is usually more

convenient to foreshorten the vertical dimension relative to the horizontal, in which

case the boxes become rectangular.)

"Cognitive" (non-observable, but presumed) events may be shown in "cartouches"

placed in the upper triangle of the chart in such a way as to show assumed precursors

and consequences of such events and their temporal relationships. (Cartouches are

boxes of a generally rectangular shape but with rounded corners.) Lines, generally

with direction of effect shown by arrows, show presumed causal connections and inter-

actions of cognitive events with objective events and with each other.

A DTR chart can include some of the features of the more conventional flow diagrams

that are often used to depict presumed flows of cognitive processes, but in the DTR

chart a distinction is made between objective and cognitive events by using different

areas to represent them. Flow diagram conventions usable in DTR charts could include

representations of tests of conditions and the consequences of decisions.

To illustrate this mode of representation and its possible advantages, we show a

DTR for a comparatively simple tvpe of ECT in the choice reaction time paradigm, and

one for a relatively complicated type of ECT, the analogical reasoning task. First let

us consider DTRs for the choice reaction time paradigm. Two variants are shown, to

illustrate the power of the DTR to depict small differences in procedure that can make

for differences in results. Figure 1 shows a choice reaction time ECT as realized in

the task used by Keating and Bobbitt (1978, pp. 157-158).
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Each box or cartouche is labeled with a number (and a letter, in the case of car-

touches). Box (1) at the upper left specifies the instructions for the task, not

ordinarily in the exact words in which they are given in practice, but in a form that

conveys their essential features. Simple mathematical notation is used to formalize

the fact that two colors of lights are possible and that each light is associated with

a particular location (left or right, and as marked with green or red tape). The fact

that S must be aware of these associations throughout the task (and the experiment) is

symbolized by cartouche (la), and the effects of this awareness throughout the task

are shown by lines connecting this cartouche to others. A note on the chart indicates

that this awareness is learned and reinforced through practice trials.

The next objective event is an intertrial interval of duration t, varying randomly

over 4, 6, and 8 seconds. Accompanying this event is an assumed attentional process

specified in cartouche (2a). Following is the appearance of a stimulus light, its

color being either green or red; this is specified in box (3). The lower right of this

box is outlined with a broken line to indicate that this particular event persists for

an indefinite period; in this particular case, it persists until the next objective

event (box 4) occurs, i.e. the subject's response in the form of a button push by

either the left or the right hand.

Event 3, however, is assumed to trigger a series of cognitive events specified in

cartouches (3a-e). (3a) is apprehension of the stimulus, i.e., recognition of the

stimulus as a stimulus, but without its identification or encoding, a process specified

in (3b). Encoding of the stimulus as i' = (green, red) is assumed to involve some kind

of memory access. The prime on i denotes representation in memory. Further memory

access is involved in (3c), where the stimulus is matched with its location/hand, j';

again, the prime on j' denotes memory representation. Process (3d) translates the re-

sult of the match to the appropriate hand, j, and process (3e) calls a movement of

hand j that results in the botton push, box (4).

Ideally, one would like to have available ECTs that would permit assessing the

temporal and other characteristics of each of the mental processes represented in
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cartouches here. Some of these processes can in fact be studied with other ECTs and

paradigms; for example, the apprehension process can be studied with the sensory

threshold apprehension paradigm (see p. 23) involving time-intensity relations see

Blumenthal, 1977, pp. 34-37, on Bloch's law), but this paradigm has not generally been

used in studying IDs and will not be presented here. As this ECT stands, it can be

used only for measuring total choice reaction time, as shown in a line that extends

(horizontally) from the onset of the stimulus to the button push. This choice reaction

time must be assumed to be the summation of the times for the five processes (3a-e).

But a further qualification has to do with the correctness of the response; generally,

choice RT is measured only for correct responses, i.e., where I = j. Also, the choice

reaction time is usually obtained through some kind of central tendency measure over

repeated tasks; the task repetition feature is shown by a line towards the bottom of

the chart with "repeat" signs at its terminal. The additional measure obtainable from

this task is represented by the percent of error, shown at the lower right.

Now consider the ECT for the choice reaction task studied by Jensen (1979), re-

presented in DTR form in Figure 2. Since no new conventions of representation are

introduced, the chart should largely explain itself. Comparison with Figure 1, how-

ever, shows that several complications have been introduced into the task. There are

two separate interstimulus intervals, each with its own process of attention. Process

(3a) requires a wider span of attention, upon up to 8 possible stimulus sources, than

process (2a) of Figure 1, which focuses on only one stimulus source. Process (5a) of

Figure 2 is similar to process (3a) of Figure 1, and process (Sb) is analogous to

process (3b) of Figure 1 if account is taken of varying set sizes in Figure 2. (Dis-

tinguishing colors, however, may be a different process from distinguishing positions

of lights.) Process (5c) is possibly fundamentally different from process (3c) of

Figure 1, because the latter requires retrieving the correspondence J' - i' from

memory, whereas the correspondence is trivial in Figure 2. That is, the subject has

little problem in remembering where the response Is to be made. (The experiment could,

of course, be complicated by altering this rule, such that, for example, J' - (I' + I),
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whereby one would always move to the next button to the right of the lighted stimulus.)

An interesting feature of the Jensen version of this task is that it permits dis-

tinguishing reaction time (or as I would prefer to call it, decision time) from move-

ment time. Thus, any time taken with the execution of the finger move (6a) is measured

separately from decision time; decision time does however include process (5d), the

planning of the finger move.

In any case, it is apparent that reaction time measurements with the Jensen ver-

sion of the task incorporate different processes and thus may be expected to be syste-

matically different from reaction times measured with the Keating and Bobbitt version.

Although it is impossible to derive truly comparable data from the two experiments,

the total reaction times from them do appear to be systematically different. For more

or less comparable subject groups (college adults), the Jensen values are higher for a
two-choice response when movement times are included, but lower when movement times are

excluded, than corresponding values in the Keating and Bobbitt data.

Figure 3 shows a DTR of the analogical reasoning tasks studied by R. Sternberg

(1977). The analysis made here is slightly different from Sternberg's, and it dis-

closes several questions that could be raised about his analysis. One new convention

introduced in this DTR is the use of brackets around boxes to indicate experimental

variations. These variations are associated with Sternberg's use of varying numbers of

"cues," i.e. varying numbers of terms in the analogy before the subject makes an initial

response, to be followed by presentation of the remaining terms to evoke the subject's

further response. Another convention introduced is the use of numbers to label alter-

native possible routes. In our analysis, the comparison of (a', c') in cartouche (7b)

can be followed immediately with an application process at (7c) to predict d', which

is then compared with d' at (9c), and, unless "justification" is required at (9d), this

comparison is followed by the report of the evaluation at box (10). (This possibility

was suggested independently by Pellegrino and Lyon [1979, p. 178] in their review of

Sternberg's monograph.)

Sternberg's own analysis is represented as route (2), shown in broken lines. In
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that analysis:, the "application" operation does not occur until (9b), i.e., after

Stimulus D is presented. Essentially, the two routes represent different strategies

that might be adopted by subjects. It would be too much of a diversion, at this point,

to discuss how one might determine which strategy is used by a subject, or how one

might attempt to impose one or the other strategy on a subject. In any case, it ap-

pears that the cue and solution scores under the 3-cue condition can be ambiguous as

to whether account is taken of the two alternative strategies that may be adopted.

Another problem that appears in this analysis is the nature of the comparison

process at (7b). Sternberg calls this comparison "mapping"; according to him it in-

volves a test of whether c' is "in the range of" a'. (For example, if the analogy is

RED:STOP::GREEN:GO, "green" is seen to be "in the range of" red, while foot, for

example, would not be.) In Sternberg's experiments, c' is normally in the range of a',

and therefore the comparison process at (7b) is in a sense trivial. It would be

possible to vary the experiment, making this comparison non-trivial, by introducing "C"

stimuli that are not in the range of the "A" stimuli and asking subjects to evaluate

whether they are or are not in the range of "A."

It is hoped that the three DTR charts shown here will serve to give an impression

of the usefulness of the technique for specifying and analyzing the characteristics of

an ECT, or of the paradigm from which it is derived. The objective events (instruc-

tions, stimuli, responses), shown along the central diagonal time axis, contain the

essential specification of the ECT. The specification and arrangement of cognitive

processes in DTR charts may appear to be, and probably are, somewhat speculative.

Whether or not this is critical in the identification of an ECT or a cognitive paradigm

is not yet clear. It can be pointed out, however, that ECTs and cognitive paradigms

are generally designed to disclose the operation of such cognitive processes, and those

shown in the DTR charts of Figures 1-3 are among those postulated and tested for valid-

ity by researchers who have studied the corresponding paradigms. Further, with the

progress of research with such paradigms there is now not only a substantial body of

evidence for the operation of these cognitive processes but also a considerable amount
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of knowledge about their characteristics and the conditions under which they operate.

For example, there is much evidence to the effect that people "encode" stimuli memori-

ally, and information is available about the amount of time it takes to encode different

types of stimuli. The body of knowledge concerning this and other cognitive processes

has been drawn on in developing the DTR charts that have been shown here. It is beyond

the scope of this survey to present this evidence in detail; various books, articles,

and treatises on cognitive psychology may be consulted for this (Blumenthal, 1977;

Estes, 1975-1978; Glass, Holyoak, & Santa, 1979; Lachman, Lachman, & Butterfield, 1979;

Posner, 1973, 1978; Reynolds & Flagg, 1977; Wickelgren, 1979). Nevertheless, this

background must be assumed to inform our survey of IDs in ECTs, since to a large extent

the IDs are found to reside in the parameters of cognitive processes measured through

experimental manipulation of cognitive paradigms.

Classification of the Paradigms of Cognitive Psychology

A further step in organizing the material that will be looked at in our survey of

IDs in cognitive processes can be taken with an attempt to reduce the many paradigms of

cognitive psychology to a small number of basic patterns. Through the construction and

analysis of DTRs for a fair-sized sample of tasks that have yielded evidence for IDs,

we believe that a useful classification, about to be set forth, has been achieved. It

cannot be claimed that it is adequate for categorizing all cognitive tasks, for as yet

no attempt has been made to apply it universally. Further, we dare not hope for general

acceptance of the classification as it stands, for other cognitive psychologists will

doubtless want to draw distinctions that we do not make, or will wish to coalesce or

combine categories which we do not feel should be combined.

It would take much space and effort to explain the considerations that have led to

the classification to be presented here. The classification will have to speak for

itself, but at least we will try to explicate each category as thoroughly as possible.

It should be understood that each paradigm category can cover a large, possibly inde-

finite number of ECTs, by changing (manipulating) values of the variables and parameters

having to do with instructions, durations, temporal relations, number and types of
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stimuli, response modes, etc.

Thus far, eight basic paradigms have been distinguished, identified and described

below in deliberately very general terms.

1. The perceptual apprehension paradigm

Basic purpose: To determine the minimal or threshold values of stimulus charac-

teristics (usually, duration and/or intensity) required for an individual to apprehend

a stimulus or its identity.

Basic structure: S is instructed to make some kind of report of a stimulus: his

mere awareness of it, his identification of it, or its name. The stimulus is oresented

over a series of discrete trials, stimulus characteristics such as duration and/or

intensity being varied over a range of values such as to yield different values of the

probability that the individual will make a stimulus report that meets a specified

standard or criterion. This probability is then determined as a function of the values

of stimulus characteristics. Criterion levels of these variables are established by

noting what values (or combinaticns thereof) yield a probability that is equal to a set

level (e.g., 0.5; 0.95; 1.00). (If only one stimulus is involved, values of stimulus

characteristics are initially set low and gradually increased over the trials, to

minimize memory and priming effects.)

Possible experimental variations: Different types of stimuli: visual (light

flashes, dots, non-symbolic patterns, colors, pictures, graphemes, printed words),

auditory (clicks, tones, phonemes or syllables, spoken words). Different conditions:

giving Ss different amounts of foreknowledge of stimuli (identity of stimulus class,

stimulus set size), either by. instruction or by pre-cuing (priming); insertion of

interfering stimuli (masks introduced after stimulus presentation for a given dura-

tion). Different kinds of reports required: awareness, identification, naming,

reading (in the case of printed words).
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2. The reaction time and movement paradigm

Basic purpose: To determine the latency of a response to a stimulus (i.e., time

from onset of stimulus to onset of response), given conditions in the stimulus (stimulus

class, set size, stimulus intensity, etc.) and/or characteristics of the response, the

response being only any movement that is contingent on the onset of the stimulus.

(That is, this paradigm does not include ECTs that require retrieval of a specific re-

sponse, such as a word, from memory; for such ECTs, see Paradigm 5.)

Basic structure: The subject being alert to the imminent onset of a stimulus, a

stimulus is presented, usually for an indefinite duration, and in any event with

duration/intensity characteristics such that the probability of response, Paradigm 1,

is close to unity. The subject is instructed to make a specified response, nearly

always some kind of movement (button pressing, vocalization), as rapidly as possible.

Response latency is measured from onset of the stimulus to execution of the movement

(usually to its onset, but sometimes to its completion).

Possible experimental variations: Different types of stimuli (as in Paradigm 1).

Different arrangements concerning warning signals and other manipulations of S's

alertness to the imminence of the stimulus. Different numbers of possible stimuli and

associated reactions: "simple reaction time" is for one stimulus and one associated

movement, while "choice reaction time" is for m > I distinguishable stimuli, each with

a different associated reaction. Different arrangements concerning the time measurement

of the response: either to onset of any movement (measuring "decision time") or to

onset of a completion of a movement (measuring total reaction time including movement

time). (In most cases it would be desirable to measure decision time and movement time

separately. In some cases the interest may be in the movement time as a function of

the requirements of that movement, in which case decision time and movement time must

be measured separately.)
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3. The evaluation/decision paradigm

Basic purpose: To determine the latency, appropriateness, and other characteris-

tics of a judgment, evaluation, or decision, usually of a binary or quantitative char-

acter, about a stimulus (considered as a totality), usually as a function of the

characteristics of the stimulus and/or the basis of the judgment.

Basic structure: The subject is pre-informed as to the class of stimuli to be

presented and the basis on which a judgment is to be made. When the subject is made

alert to the imminent presentation of the stimulus, the stimulus is presented and the

judgment is rendered or reported. Time from stimulus onset to the rendering of the

judgment is measured. (See Paradigm 2 concerning the desirability of distinguishing

between decision time and any movement time.) Correctness, or other aspects of the

adequacy of the judgment may also be noted.

Possible experimental variations: Different classes and characteristics of stimuli

(as before, but also including fairly complex stimuli such as sentences). Different

bases for judgment: familiarity, truth/falsity in terms of world-knowledge, sense/

nonsense, presence/nonpresence in a particular class of stimuli (such as the lexicon of

the English language). Different types of judgment: binary; quantitative comparison

with a standard; "rating" on a scale.

4. The stimulus matching/comparison paradigm

Basic purpose: To determine the latency, appropriateness, and other characteris-

tics of a (usually binary) decision as to the sameness, similarity, or correspondence

of two stimuli with respect to specified attributes. If one (or both) of the stimuli

has (have) been stored in memory beyond time for its iconic representation, the purpose

may be to study the characteristics of the memory trace for the stimulus (or stimuli),

as a function of time from initial exposure and any intervening events.

Basic structure: The subject is pre-informed as to the stimulus classes
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represented by the two stimuli X and Y, and the basis on which they are to be judged

for sameness, similarity, or correspondence. Operationally, the two stimuli, X and Y

are presented either simultaneously or at two points of time separated by a time inter-

val t. (Evert with simultaneous presentation, however, it is not always possible to

assume that the subject attends to the two stimuli simultaneously. For this reason, a

general reconviendation is that the two stimuli be presented successively, often with

some sort of time or other measurement taken on the first stimulus, according to Para-

digm 3, if only for a judgment as to readiness to continue.) Time from first onset of

a pair of stimuli X and Y, or (preferably) from onset of the second stimulus Y, is

measured to onset of the rendering of the judgment. (As before, it is recommended that

decision time be measured separately from any movement time.) The correctness or other

aspects of the adequacy of the response may also be observed.

Possible experimental variations: Different classes of stimuli; the two stimuli

may be drawn from the same class or from two different classes. The interval t may be

experimentally varied, or be indefinite (as in certain types of memory experiments).

Either stimulus may be an isolate, or be embedded in a set or a complex visual figure;

in the latter case there may be an element of visual search or scanning.

Special note: This paradigm corresponds to what are ordinarily viewed as a number

of distinct paradigms. Clearly the "Posner task," along with its variants (e.g., com-

paring two words for being synonyms, homophones, or from the same conceptual category)

is included here. It is not so clear that such paradigms as the "Sternberg task"

(probed search of short-term memory), or the "Neisser" visual search task should be

included here, but on careful examination they do appear to be, because of the essential

same-difference or inclusion/exclusion judgments that are involved in them. This para-

digm may be considered as a special case or extension of Paradigm 3, in that a judgment

is made (in accordance with Paradigm 3) about stimulus Y with respect to similarity to

stimulus X.
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5. The naming/reading/association paradigm

* Basic purpose: To determine the latency, appropriateness, and other characteris-

tics of the response the subject makes when, given a stimulus X, the subject is asked

to produce a response Y that bears some predesignated type of relation or association

with X that has been acquired and stored in the long-term "semantic memory" of the sub-

jects (rather than in a contrived learning situation that took place in the relatively

immediate past).

Basic structure: The subject is pre-informed as to the nature of the stimulus

classes involved, and the type of relation or association that is prescribed to be

characteristic of the response. On presentation of the stimulus, the subject is to

make the response(s) as rapidly as possible. The time-of-occurrence characteristics of

the response(s) relative to the onset of the stimulus are measured; the correctness or

other aspects of the response(s) may also be observed.

Possible experimental variations: Different classes of stimuli (as before). Dif-

ferent types of relations; e.g.:

Stimulus (X) Response (Y)

Picture Name in language Z

Printed word Spoken word (i.e., the printed word is "read aloud")

Spoken word Opposite (spoken)

Printed word (Written or spoken) "first word that comes to mind"

Special note 1: This is the first of the paradigms described so far in which the

subject is required to produce a response other than a single movement (except insofar

as Paradigm 1 may be extended to require the subject to name the stimulus when he

apprehends it, in which case it becomes a combination of Paradigms 1 and 5). Generally,

it is considered that this response is produced by some sort of retrieval process from

long-term memory.

Special note 2: Tentatively, this paradigm is distinguished from Paradigm 6,
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Episodic Memory Read-Out (see below), on the supposition that "semantic memories" may

be fundamentally different from episodic memories. Eventually evidence may suggest

that the two paradigms be coalesced.

6. The episodic memory read-out paradigm

Basic purpose: To determine the latency, accuracy, or other characteristics of

the response that a subject makes when, given a stimulus X, the subject is asked to

produce a response Y that bears some predesignated type of relation or association with

stimulus X that has been acquired in the relatively recent past, over the period t with

or without contrived intervening events.

Basic structure: The task involves two phases, a learning or acquisition phase

and a memory read-out phase. Learning of stimulus X (which may be complex) and associ-

ated Y (which may be merely an "imitative" rendition of X) may occur in any number of

ways (according to "subparadigms" of learning, such as paired-associate learning by

repeated trials, "study-test," etc.). In the memory read-out phase, the subject is

required to produce Y either with or-without cues, and with different possible con-

straints. Latency, accuracy, and other characteristics of responses are observed.

Possible experimental variations: When Y is an "imitative" rendition of X, the

paradigm includes memory span, serial recall, free recall, and "Brown-Peterson" tasks;

when Y / X, the paradigm includes the paired-associate task. X and Y may be drawn from

the same or from different stimulus classes, and may be of varying set sizes. Temporal

distance between the learning phase and the memory phase may be varied, and the

presence/absence and characteristics of intervening and "interfering" events may also

be varied.

7. The analogical reasoning paradigm

Basic purpose: To determine the latency, appropriateness, and other characteris-

tics of responses made at various stages of tasks in which the stimuli are one or more
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terms from an analogy of the form A : B :: C : 0. It is assumed that the cognitive

processes required to make appropriate responses differ as a function of what subset of

terms from the analogy have been presented up to a given time; the purpose of the para-

digm includes that of attempting to isolate and differentiate these processes.

Basic structure:. The subject is assumed to be pre-informed as to the nature of an

analogy and the criteria for evaluating its correctness: An analogy is a true analogy

if indeed term 0 is related to term C in the same way as term B is related to A. For a

given experiment, the subject is informed as to the structure of the task, i.e., what

subsets of terms are to be presented in different phases of the task and in what ways

they are to be responded to. The task itself consists of the presentation of one or

more terms of the analogy, either in a single exposure (in which case at least three

terms would be presented) or in successive phases. Responses expected in each phase

may range from a simple indication of readiness to continue to a further phase, to

indications of the correctness of the complete set of terms as an analogy or to predic-

tions of what term or terms would form a correct analogy. The latency, correctness, or

other characteristics of these responses are observed or measured.

Possible experimental variations: Different classes and characteristics of stimuli

(as before): pictorial representations, symbols, words, figural designs, mathematical

expressions, etc. Different types of relations between the A and B terms (and corre-

spondingly, the C and D terms). Different task structures, e.g. presentation of all

four terms at once, vs. presentation in two or more sequential phases. (Figure 3 is a

DTR chart for R. Sternberg's [1977] realization of this paradigm, typically in two

phases.) Different types of responses expected, e.g. evaluation of correctness of a

given term (given three others), choice of the correct term among two or more alterna-

tives, or production of a fourth term, given three others.

Special note: In some respects this paradigm represents an aggregation of several

other paradigms, and for this reason it may not be logically parallel with the others

presented here. For example, a phase in which only terms A and B are presented would
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have features in common with Paradigms 3 and 4, in that a decision about these stimuli,

or a certain type of comparison of them, is made. If a subject is required-to predict

one term, given a knowledge of the other three, the paradigm has characteristics simi-

lar to those of Paradigm 5 in which a readout of semantic memory is involved. Never-

theless, this paradigm seems to involve certain special cognitive processes, for

example, rule application, that are not called for in the other paradigms; therefore,

it is identified here as distinct from the others.

8. The algorithmic manipulation paradigm

Basic purpose: To determine the speed, correctness, and other characteristics of

responses when subjects are presented with a problem requiring the application of one

or more algorithms involving semantic, logical, or quantitative relationships. The

algorithms may include ones previously learned and stored in memory (e.g., arithmetic

facts and procedures for adding numbers) or ones that are specific to the experiment

and described in instructions or otherwise taught to the subjects before the task is

performed.

Basic structure: The subject is pre-informed as to the nature of the task--the

types of stimuli involved, the operations to be performed on them, the types of re-

sponses expected, and the like. On a ready signal, one or more stimuli are presented;

the subject has to perform the required operations on them according to the prescribed

algorithms or rules, and report his response. Speed and correctness of response are

observed.

Possible experimental variations: Variations depend largely on the fact that

there is a large variety of possible stimuli and algorithms to be performed on them.

The task may be conducted in a single phase, or in multiple phases, each requiring a

response.

Special note: As in the case of Paradigm 7, this paradigm may contain features of

other paradigms. Nevertheless, the focus on the application of algorithms makes this

30



paradigm somewhat distinct from the others.

Cognitive Processes Assumed in the Paradigms

The paradigms described above have been designed to study the operation of a number

of assumed cognitive processes. Before we undertake to describe how the paradigms can

be used in this way, it is necessary to identify and define these assumed cognitive

processes. It should be one of the goals of cognitive psychology to define a small

finite set of distinct cognitive processes that could be used to account for all cog-

nitive activity, including not only simple tasks like choice reaction, comparison of

stimuli, and object naming, but also language production and comprehension, reasoning,

decision-making, problem solving, and so forth. This is an ambitious goal that cannot

be undertaken here seriously, but we propose a set of 10 distinct processes that are

believed to be potentially useful in analyzing the paradigms and ECTs that will be 7

examined in our survey of the literature of IDs in cognitive tasks. In theory, they
might also be used in accounting in great detail for higher-level tasks such as

language production and comprehension, but insofar as such processes play a role in the

ECTs that are studied here, we do not attempt to make this refined analysis, using the

proposed processes only to designate molar assemblages of related processes. For ex-

ample, one of the proposed processes is Encoding, the formation of a mental representa-

tion of a stimulus. One can say that the meaning or propositional content of a sentence
S

is encoded, without specifying the manner in which this encoding occurs, or the manner

in which the individual phonemes, syllables, words, and higher-level constituents of a

sentence are processed. Actually, the overall "encoding" of a sentence probably in-

volves a rather complex set of processes, not all of which would be instances of the

elementary encoding process defined below. Thus, our formalization goes only to the

level of detail and analysis deemed necessary to isolate distinct processes in the

cognitive paradigms and FCTs that are examined in this monograph. In some instances,

the approach is fairly molecular; in others, it remains clearly molar. This is true

despite the fact that our analysis of ECTs may appear to be extremely detailed and

"molecular." As will be seen, it frequently requires 20 or more separate
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process-steps to describe a subject's presumed cognitive performance in even a very

simple cognitive task such as making a choice reaction or comparing two stimuli.

Because the level of detail that seems to be required leads to a considerable com-

plexity and volume of data, computer simulation methods have been resorted to in order

to deal with this. Partly for this reason, and partly for the sake of achieving rigor,

each postulated process has been given a formal characterization in terms of arguments

(in the mathematical sense of the term). In this formalization, the four arguments for

each process have a fixed order. For uniformity, the first argument is always the

outcome, terminal state, or result of the process. The second and third arguments are

the operands or contents operated on. Some processes involve only one operand, and in

these cases the third argument is considered null. The fourth argument is the rule,

condition, or other basis by which the process is governed. These notions will become

clearer when the details for each process are presented.

Also, each process has been assigned a 6-character, reasonably pronounceable

mnemonic to serve as the name of a routine or subroutine in the computer program,

SIMCOG, that has been developed (though incompletely) to facilitate the analysis of

ECTs. In many cases 4-character mnemonics have been devised for the arguments of a

process; these arguments are actually names of variables.

It is envisaged that a large amount of research literature could be assembled

concerning each one of the proposed processes. This literature would be found to deal

with the effects, upon the terminal state of a process and the speed and efficiency of

its operation, of different types of operands, rules, and conditions, and it would

presumably be possible to describe any given experimental task in terms of the set of

cognitive processes postulated here. It will be noticed that although the list of

processes given here was developed independently on the basis of an analysis of a

sample of ECTs, the list exhibits considerable resemblance to that proposed by Newell

and Simon (1972).

In the development of this list, little has been assumed about the "architecture"

of the cognitive system (Hunt, Frost, & Lunneborg, 1973, p. 96). That is, an excessive
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"boxology" (M. Eysenck, 1977, p. 6) has been avoided. It is assumed only that the cog-

nitive processes take place somewhere in the higher neural system, often on the basis

of stimuli that somehow become entered into that system from the external or the bodily

environment, but also on the basis of the outcomes of other cognitive processes occur-

ring in that system. Some of the cognitive processes (particularly MONITR and ATSTIM)

seem to have primarily "executive" functions, but there is no implication that there is

actually an "executive" that controls all cognitive processing. Likewise, some of the

processes seem to refer to memory functions. Whether these memory functions are in

"short-term memory," or in some "longer"-term memory, is regarded as not of great in-

terest or import. Differentiation of memories of different "terms" would be a function

of analysis of temporal and other parameters of processes. The short- or long-term

status of memories is assumed to be a matter of degree rather than kind.

1. The Monitor process: MONITR (SPLN, INST, ---, ARB)

where SPLN = the subject's perceived "plan" of the task as received from oral or

written instructions;

INST = the task instructions that are presented (by whatever means) to the

subject in advance of his being administered a specific task;

ARB = a symbol representing the general conditions of an experiment, in-

cluding, for example, the fact that a subject's attendance at an

experiment is based on some "arbitrary" convention in which the in-

structions may have less force than, say, a military command.

Discussion: Every one of the cognitive paradigms described here requires that the

experimental subject be instructed as to the nature of the task and what kinds of re-

sponses are expected. As implied earlier in the discussion of what makes a task "cog-

nitive," it can be said that the paradigms (and their associated ECTs) are "cognitive"

to the extent that (a) they assume that the experimental subject is given specific

information as to the nature of the task and the task goals and requirements and

(b) different experimental results--often drastically different--can be obtained under

different task instructions, even if the experimental conditions (stimuli, sequence and
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I
timing of stimuli, means of response, etc.) remain objectively precisely the same.

Examples of this are manifold. A simple case would be the visual presentation of a

single printed word; obviously, the subject's response, its speed or latency, and pos-

sibly its "correctness," will vary as a function of whether the subject is asked to

read the word aloud, to give its opposite (if it has one), to think of an associated

word, to judge whether it refers to an instance of a given superordinate category, to

judge its familiarity or frequency, or whatnot. The same phenomenon holds in more

complex tasks, although typically complexity leads to more constraint in such tasks.

The Monitor process (MONITR) is our general name for the set of instructions,

rules, and guidelines that the subject maintains (presumably in memory) throughout the

performance of a task. It corresponds to the "production system" postulated by Newell

(1973) to describe the sequence of mental operations in computer terms. The Monitor

process may be analyzed into smaller, component processes including those described

below, but for purposes of clarity, exposition, and task analysis it seems wise to re-

tain the concept of a single process or "program" that the experimental subject is

caused to "have in mind" as the subject responds in any particular experimental task

setting.

Some aspects of the Monitor process are the following:

(1) Usually, the process has a hierarchical structure in the sense that it has one

or a very small number of major goals, each of these having one or a small number of

minor goals or "subgoals," each of these subgoals in turn possibly having still smaller

subgoals, and so on down to the smallest component that can be identified. (See Bower

[1975, pp. 29-33] for an exposition of this concept and a reference to the fact that it

was first emphasized in cognitive psychology by Miller, Galanter, and Pribram [1960] in

their book Plans and the Structure of Behavior.)

(2) The process may also have non-hierarchical aspects in the sense that each major

component, and possibly subcomponents, consists of a strict sequence of events or alter-

native events such as could be described by a computer flow diagram. A subject can be

expected to form some mental representation of this sequencing of events, including the
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conditions under which sequencing is affected by decisions or special conditions at

various points.

(3) The subject's mental representation of both the hierarchical and non-

hierarchical aspects of the task structure can be acquired either by being given oral

or written instructions, by being given practice trials, or by some combination of

verbal instructions and practice. (Practice may, of course, have other effects besides

that of imparting a mental representation of the task. It may for example alter the

way in which a subject responds to stimuli.)

(4) Although verbal instruction and/or practice may be effective in imparting to

the subject the higher-order aspects of the task and its components, instructions cannot

be completely explicit about all subcomponents of the task. The Monitor process can

therefore differ over subjects. Through predisposition, discovery, or otherwise, some

subjects may arrive at particular task strategies that differ from those of other sub-

jects. The Monitor process cannot be assumed to be the same for all subjects, and

every effort needs to be made to identify the particular strategies employed by

different subjects.

(5) A subject's mental representation of a task structure consists of a series of

expectations as to what will or can happen, and in which order events will or can take

place as the task procedure is followed through. This can be inferred from the fact

that any deviations of actual events from these expectations (through "catch trials,"

for example) may cause perturbations in the subject's behavior. Expectations can also

be formed with respect to such aspects of an experiment as the size of the stimulus set,

the probabilities of different types of stimuli, the experimenters' preferences for

different types of responses, and the like, although in many cases it may be difficult

for an experimenter to detect or assess such expectations.

Undoubtedly there are individual differences in the ability to acquire and maintain

a Monitor process that is efficient and appropriately adapted to the requirements of a

particular experimental task. For example, R. Sternberg (1977) finds that the

"Preparation-Response" parameter in his analogical reasoning task is a major source of
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individual differences; we take this parameter to represent the subject's degree of

ability to maintain an appropriate process for monitoring his responses in the course

of solving analytical reasoning tasks.

We have already mentioned (p. 19) the possibility of differences in subject strate-

gies in the Sternberg analogical reasoning task, having to do with whether in the

three-cue condition the subject tries to "predict" the fourth term of the analogy before

it is actually presented. Another striking example of differences in subjects' monitor-

ing processes comes in Hunt's (1978) report that in a Clark and Chase (1972) sentence

verification task, results vary as a function of whether subjects choose to form a

mental representation of a sentence's picture reference before or after the "picture"

(a "star" and a "cross" in a vertical arrangement) is presented. In our terms, the two

types of subjects have two monitoring processes that are distinct in at least some

respects.

In formalizing the Monitor process for computer simulation work, we find it con-

venient to assume that the first argument of the process is SPLN, a sequence of pro-

cesses selected from those that are described below. In the computer simulation work

described later, these arguments are represented, therefore, in a data structure called

SP (Subject's Plan); the MONITR process itself is always the first process entered in

SP.

2. The Attention process: ATSTIM (Source, ESM, --- ,

where Source = the point or region in the subject's sensory or imaginal space to

which attention is directed, and from which the subject expects that

a stimulus in some class of stimuli will be presented;

ESTM = a mental representation of the class of stimuli expected.

Discussion: The ATSTIM process (its name formed from attend stimulus) is a speci-

fic cognitive process that occurs at one or more points in all or nearly all experimen-

tal tasks. (In fact, it is difficult to imagine an experimental task that does not

involve it in some way.) It is a process whereby the subject's conscious, focal atten-

tion is caused to be directed toward some potential stimulus source, with an expectation
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of, and concentration on the potential nature of, the stimulus to be presented. (On

focal attention, see Blumenthal, 1977, pp. 13-21.) This can be done in any of severalImodalities, both those referring to different kinds of external stimuli (visual, audi-

tory, tactile, etc.) and those referring to iconic memory stores, as in Sperling's

(1960) iconic memory task, where a differential signal directs the subject to read out

either the top or the bottom row of stimuli formed in a visual memory buffer. In the

case of visual stimuli, the attentional process has the subject's gaze airected to a

particular point or region of the visual field, as to a fixation point in a tachisto-

scopic presentation. In the auditory modality, the attentional process appears to

represent "tuning" conscious attention to a particular type or range of potential

stimuli (e.g., high tones, as opposed to low tones and noises), or to stimuli received

in one ear as opposed to the other.

There is evidence that the degree of attention that can be maintained by a subject

can vary. Certainly it can vary over long periods, as the large literature on vigilance

suggests (Mackworth, 1969), but it can also vary over short periods, as is demonstrated

by the literature on simple reaction time, where latencies can vary as a function of

relatively minor variations in the temporal relation between alerting signals and the

onset of the stimulus to be responded to. In simple reaction time experiments, it is

necessary to vary this relation in some random fashion in order to avoid having the

subject form a consistent expectation of when the stimulus will occur, with a consequent

bias in the observed reaction time, but it would appear that there is no agreed-on

standard time range over which the interval should vary. Keating and Bobbitt (1978),

for example, varied their interval over 4, 6, and 8 seconds, whereas Rose (1974) varied

the interval over .75 to 1.50 seconds. The consequences of such variation for the

measurement of reaction time, or for measurement of IDs in reaction time, are not

known. Any such consequences may reflect variation in attentional processes.

Experimental procedures for controlling S's attention range between those in which

the experimenter assumes full responsibility, as it were, by himself controlling the

timing of stimulus presentation, and those in which the timing Is largely controlled by
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thesubject--as in a "self-paced" experiment in which the subject is asked to report

when he is "ready" for a particular phase of an experimental task, or actually to

activate the onset of a stimulus by pressing a response button. Full experimental con-

trol has the advantage of enabling the study of certain memory effects that take place

over time, but it has the disadvantage of allowing subject attention to vary. Unless

there is specific reason for full experimenter control of stimulus timing, self-pacing

by the subject seems to have some advantage in controlling degree of attention.

Many experimental settings require the subject to attend to a fairly large visual

field (rather than a specific fixation point). This can be true if the subject is pre-

sented with pictures subtending large visual angles, or if the several stimulus loca-

tions in a choice reaction experiment are fairly distant from one another. In such

cases the effect of the size of the visual field on experimental results deserves con-

sideration; it is possible that Is can arise from differences in Ss' ability to attend

to large visual fields, or variations in their disposition to attend to different parts

of such fields. In the case of sentences, paragraphs, or other printed verbal informa-

tion, one relies partly on highly learned habits of left-to-right, top-to-bottom gaze

to control the attentional process, but the large literature on eye movements (Just &

Carpenter, 1976) suggests that these habits are highly variable. Snow (1978) has ex-

perimented with using eye movement observations to account for variations in Ss' per-

formance on various types of mental test items.

During the attentional process, it may be assumed that the subject forms a mental

representation of the expected stimulus. This representation is of a generalized,

"fuzzy" character; it is often an expectation of a prototype rather than of any par-

ticular stimulus. For example, in a picture-naming experiment (under Paradigm 5) the

subject would maintain a generalized representation of the stimulus class "picture";

if in the course of a picture-naming experiment, presentation of some stimulus (e.g.,

a geometric figure) that would not meet the expectations of the subject could easily

cause a perturbation in the results, as opposed to those that might be obtained in an

experiment in which the S's mental representation of the potential stimulus would

38



$

include an otherwise deviant stimulus.

In our formal analysis and computer simulation work, the operand of ATSTIM is the

subject's mental representation of the expected stimulus or of some generalized attri-

Jbute of it. If there is more than one type of stimulus expected, or if one or more

attributes are foci of attention, a separate ATSTIM process is assumed to exist for each

stimulus or attribute, each having its own operand argument.

The available experimental literature on IDs in cognitive processes yields little

evidence of IDs in attentional processes, at least in adults. A large literature on

"selective attention" in children will not be considered here, but that literature

mainly concerns what stimulus attributes children are likely to attend to.

3. The Apprehension process: APSTIM (ASTM, STIM, --- ,

where ASTM = the representation of the stimulus that occurs in a sensory buffer

upon presentation of the stimulus;

STIM = the stimulus itself.

Discussion: The Apprehension process (its name APSTIM being formed from aprehend

stimulus) is assumed to be simply what automatically occurs upon the presentation of a

stimulus and the entrance of the stimulus energy into a sensory buffer to the extent

that the subject is consciously aware of the stimulus and can compare it with ESTM, the

representation of the expected stimulus. Normally the apprehension process is auto-

matically followed by three other processes, yet to be described in detail:

TSTSIM: ASTM is compared to ESTM, in memory as the first argument of ATSTIM; if

the comparison is successful (i.e., the actual stimulus is perceived to

be in the class specified by ESTM), processing flows to the next normal

process, CLOZR (perceptual integration); if not, particularly if the

first argument of ATSTIM, ESTM, is null (in which case there may be a

"surprise" reaction), information processing flows to processes that

handle and report the lack of success in the comparison.

CLOZR: The information in the sensory buffer is subjected to a process whereby

it is referred to a store of previous memories and integrated, percep-

tually, to a point where it can be recognized or identified as represent-

ing some percept or class of percepts. This process may fail or be
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incomplete, but if it succeeds, it is followed by the next normal process,

REPFRM.

REPFRI4: A representation of the stimulus is formed in memory (often called
"working memory"), available for further processing. (For example, it

may be again compared with a representation of the expected stimulus, by

means of another TSTSIM operation. Or it may be "rehearsed," by the

XECUTR process, and become strengthened in such a way as to persist much

longer than it would otherwise.)

The apprehension process itself is successful only if the stimulus has enough

energy to enter the appropriate sensory buffer. The amount of energy necessary for

this to happen is assumed to be solely a function of the intensity and duration of the

stimulus, as described by Bloch's law (see Blumenthal, 1977, pp. 34-37). The success

of the apprehension process, and the parameters affecting its success, can be assessed

through Paradigm 1 described above, but only if the subject's report is limited to one

of the presence or absence of a stimulus, as opposed to further reports such as

recognition or naming.

We are not aware of literature having to do with individual difference parameters

of the apprehension process as such. (See discussion of the CLOZR process below.)

4. The Perceptual Integration process: CLOZR (ISTM, ASTM, ---

where ISTM = an integrated representation of the stimulus;

ASTM = the representation of the apprehended stimulus (from APSTIM).

Discussion: When the stimulus has sufficient energy to produce successful appre-

hension (through APSTIM), its representation in the sensory buffer, ASTM, is assumed to

be automatically referred to a store of previous memories (in "working" memory or

wherever) in such a way as to find a match ("correct" or not) with a previously formed

memory representation. Normally this match will be "correct" or veridical, but in case

there is some ambiguity in the stimulus, it may not be. The speed and success of this

match depends upon various characteristics of the stimulus--particularly its familiari-

ty and its degree of clarity or sharpness (essentially, its signal to noise ratio), and

also, of course, upon whether a suitable representation in fact exists in memory, or is
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readily accessible (if, indeed, memories can vary in their availability in such a con-

text). As one aspect of the (largely automatic) process of referral to a store of

previous memories, there is a process of perceptual integration or closure (this term

being the basis for the mnemonic selected for the process) in which the identity of the

stimulus takes shape. In terms of a millisecond time scale, this process can be rela-

tively slow and gradual. Results obtained by Wingfield (1968) suggest that even when

the stimuli are pictures of familiar objects, with names of high frequency, an exposure

time of about 9 msec is necessary to make the perceptual integration process successful;

however, this time is increased to around 95 msec if the stimulus is immediately suc-

ceeded by a visual mask. This implies that even without the visual masking the percep-

tual integration process does not succeed until a substantial number of milliseconds

have elapsed after the termination of the stimulus itself, the representation being

formed on the basis of a persisting iconic memory image produced by the stimulus.

(Thresholds are slightly greater for pictures having unfamiliar, low-frequency names.)

In Wingfield's experiment, the visual duration thresholds (VDTs) with no post-

stimulus masking may be taken to be parameters relating to the Apprehension process,

whereas the thresholds for the masking condition are related to parameters for the

Perceptual Integration process.

Results for visual word-recognition thresholds can be interpreted in a similar

way. For "familiar" words, VDTs ascertained without masking are only about half those

determined with pre- and post-stimulus masking, and length of word has no appreciable

effect. For pseudowords, the thresholds without masking are comparable to those for

familiar words, though length of word has some effect; thresholds with masking are much

higher, and length of word has a drastic effect (Richards & Heller, 1976). These re-

sults square with the notion that VDTs without masking, being indicators of the minimum

sensory energy necessary to activate perception, reflect mainly the apprehension pro-

cess, while VDTs with masking reflect the time of a perceptual integration process.

The perceptual integration process is mainly a function of the amount of information

to be processed. If the information comes already in a "packaged" form, as it does in
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the case of familiar words, the size of stimulus has little effect, but stimulus size

and visual angle can have an effect in the case of stimuli that are unfamiliar and that

have to be perceived in an analytic manner (Purcell, Stanovich, & Spector, 1978).

In any case, it seems desirable to make a clear distinction between the Apprehen-

sion process and the Perceptual Integration process. The parameters affecting the

apprehension process are assumed to be solely a function of stimulus energy (intensity

and duration), whereas the parameters of the perceptual integration process refer to

characteristics of the stimulus and the likelihood and facility of a match being at-

tained by a representation in LTM. The Perceptual integration process is also affected

by such variables as stimulus mutilation (as in the so-called Street Gestalt Completion

test [Street, 1931] or the Mutilated Words Test [Thurstone, 1944] and stimulus blurring

[J. Frederiksen, 1967]). In the auditory modality, signal-noise ratio is a factor. It

is also possible that results obtained in assessing perceptual integration are affected

by the subject's response criterion in a signal-detection sense, in which case it might

be desirable (though we have not done so) to formalize the S's response criterion as a

third argument (as an operand) or fourth argument (as a rule or condition) of the CLOZR

process.

As here formalized, CLOZR has only one operand, namely the representation of the

apprehended stimulus, ASTM. In a sense, however, it has many more arguments, namely

the large numbers of memory representations that may be involved in its integration,

but using these arguments in a formal analysis would be inconvenient, to say the least.

Individual differences in the operation of the CLOZR process, we speculate, could

arise in either of two ways: (a) There may be intrinsic IDs in the parameters of the

process itself, i.e. speed and probability of success, independent of the particular

stimulus contents operated on, and (b) IDs may arise in the subjects' overall famili-

arity and experience with the stimulus contents being operated on, and in the avail-

ability and accessibility of the LTM representations involved in retrieving a match to

the argument of the CLOZR process. The latter types of IDs clearly appear, for example,

in data on word-recognition thresholds (Richards & Platnick, 1974), but a later
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experiment by Platnick and Richards (1977) suggests that word-recognition thresholds may

also be a function of the former type of IDs, in that the thresholds were significantly

related to scores on a Speed of Closure factor. Nevertheless, this evidence is incon-

clusive because of the involvement of word stimuli in some of the Speed of Closure

tests.

5. The Encoding process: REPFRM (REP, ISTM, ---

where REP = a representation formed in memory;

ISTM = a representation passed to it from some other cognitive process, such

as CLOZR or FOCORP (described below).

Discussion: The Encoding process is that of forming a mental representation of a

stimulus, or some derivate thereof such as an attribute or associated concept, in

memory (initially, at least, in "working" memory or the memory of focal attention), for

further processing. It is thought to occur automatically, and virtually timelessly,

upon the successful completion of the CLOZR process. It can, however, be formed as the

result of other cognitive processes. The "fate" or further status of the representa-

tion so formed ("rep" for short) will depend upon the size of the working memory buf-

fer, the likelihood of its being passed to further, "longer-term" memories through

rehearsal and other processes (Atkinson & Shiffrin, 1968), and the operation of

interfering stimulus processes. According to some theories of memory the rep is

subject to a decay function over time.

Depending on the experimental task (instructions, experimental conditions, etc.),

the encoding process may extend to different parts of a memoy network. Some authors

(notably, Craik & Lockhart, 1975; Cermak & Craik, 1979) speak of this phenomenon in

terms of "levels" of processing, implying that processing can be measured in terms of

"depth." We believe that it is preferable to deal with this phenomenon without refer-

ence to "levels" or "depth," accounting for it rather in terms of different processes

of attention (ATSTIM) and the formation of different or multiple reps on the basis of

given instructions, attentional dispositions, and complex stimuli (i.e., stimuli with
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many attributes). One may observe, for example, that experiments on "levels of pro-

cessing" almost uniformly control memory processing Lj the use of different instruc-

tions, inducing different attentional processes and thus different reps of expected

stimuli and stimulus attributes.

This fact, incidentally, prompts the observation that we postulate that REPFRM

is a process that can occur in response to instructions (for instructions are, after

all, stimuli). The reps so formed are assumed to be maintained in some form throughout

the course of an experimental task.

The formation of a rep is essentially what Posner and Rogers (1978, p. 148) had in

mind in speaking of abstraction as "the recoding of information in a reduced or con-

densed form." That is, the rep formed from a stimulus seldom if ever contains all the

information contained in the original stimulus. The rep that a subject forms from

seeing a dog or a picture of a dog does not necessarily contain information on the

length of the dog's ears, legs, and tail, or even, perhaps, the dog's breed or type.

A rep, however, is not equivalent to Morton's (1970) logogen, which appears to be a

representation stored in LTM and to have a primarily verbal character. A rep can pre-

sumably become a logogen, however, if it is stored in memory in such a way that it

persists over long periods and is cast in verbal form.

Language comprehension can be thought of as involving the formation of reps, not

only of the individual words and other constituents of an utterance or text, but of

the propositional or other content of the utterance or text. This occurs, however,

only through fairly complex processes in which reps of individual words are further

processed through a language comprehension system. It is beyond the scope of the

present treatment to give an account of language comprehension processing; we shall

simply assume that it occurs (as it obviously does), and that there can be individual

differences in the speed and success of such processing.

Much more could be said about the encoding process, and of course there is a large

literature concerned with it (e.g., Melton & Martin, 1972; Glass, Holyoak, & Santa,

1979, Chapter 5).
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6. The Comparison process: TSTSIM (OURP, REPI, REP2, BSIS)

where OURP = the outcome of a comparison of REPI and REP2;

REPI, REP2 = the reps to be compared (usually, REP2 having a longer history

in memory);

BSS = the rule or basis controlling the comparison (e.g., absolute

identity vs. mere similarity).

Discussion: TSTSIM (formed from "testing similarity") is that of comparing two

reps for sameness or similarity.* Frequently, these are reps formed on the basis of

two external stimulus presentations, but they can be formed as the result of other

cognitive processes. TSTSIM thus has two operands, the reps that are compared. The

process is conditioned by the argument designated BSIS, the basis governing the com-

parison. However, BSIS does not refer to the "respect" in which the reps are compared,

but solely to the response criterion, i.e. the degree of constraint imposed--whether a

positive outcome is to be arrived at only if the two reps are perceived as absolutely

identical, or it can be positive if the reps are similar though not identical. BSIS

can also take a value such that the subject is asked to report (as the output of the

comparison) a judgment of the degree of similarity.

In a variety of experimental settings involving comparisons, the TSTSIM process

can operate, but only after reps have been formed that can be the inputs to this

process. For example, if one requires a comparison of two alphabetic characters on

the basis of "name" sameness (e.g., uppercase A and lowercase a) or of similarity of

classification as vowel or consonant letter (Posner & Mitchell, 1967; Rose & Fernandes,

1977), the stimuli involved must first be converted (typically, through the FICORP

process described below) to representations of names or vowel/consonant classifications

before they become operands of the TSTSIM process. Similarly, sentence-picture

*Note that the term "comparison" used here refers only to comparison with respect
to similarity. It does not refer to the process implied in the frequent use of the
term to mean "finding in what respect(s) two items are different," or "finding which
of two items is greater (or smaller) in magnitude on a specified dimension." Such
processes are in the present context assumed to involve other processes besides TSTSIM.

45



comparisons required in the task studied by Clark and Chase (1972) involve conversion

of sentences and pictures to comparable types of representations before those are

entered in the TSTSIM process.

The types of outcomes of a TSTSIM operation depend on constraints imposed by the

instructions, represented in the argument BSIS. In the simplest case, a binary deci-

sion ("yes"/"no" or "same"/"different") is made, the outcome being matched with a rep

of "yes," "no," "same," or "different" from memory (by the process FICORP described

below) for further processing through XECUTR (execution of response). In other cases,

the outcome can consist of a judgment of degree of similarity, or a judgment of the

amount of distance that separates the two stimuli on some dimension (e.g., musical

pitch).

Although the clearest examples of the TSTSIM process are found in tasks that ex-

plicitly require the subject to make a comparison of similarity between the reps

derived from two stimuli (e.g., in the Posner & Mitchell [1967] task), the process

applies also to the comparison between reps formed in any way whatsoever, for example

as a result of various other cognitive processes performed on stimuli or on reps

derived from them. Consider, for example, how a subject can be assumed to perform an

"AND-gate" operation such as that found in the variant of the Posner task studied by

Kroll and Parks (1978). At one point in this task the subject has to decide whether

both the left-hand and the right-hand stimuli (alphabetic characters) in two succes-

sive stimulus presentations are the "same" with respect to name identity. (E.g., for

Ab on the "memory slide" and aB on the test slide, the comparison is positive, but for

Ab and bb on the two slides the comparison would be negative.) This comparison might

be performed in at least two ways. One is to form a new rep from the stimuli on the

memory slide, consisting simply of the names of the stimuli in their presented order.

This then would be tested against an analogous rep formed from the symbols on the test

slide. (Thus, a rep from the memory slide, "ab," would be tested against a rep "ab"

from the test slide.) Although this is probably the manner in which the task would

usually be performed, another procedure involves an "AND-gate," i.e., the finding that
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both of the comparisons (the one on the left and the one on the right) give positive

outcomes. Each of these tests has an outcome; call them 0L and OR 9 and each such out-

come has an attribute, either "S" or "D." The AND-gate comparison is then accomplished

by considering whether these attributes are the same; i.e., for a positive finding,

0L = S and 
0R = S, therefore SL = SR ' Subjects might be much more likely to use an

AND-gate procedure of this type if the stimuli were instances of categories, such that

the "memory slide" might have, say, horse - table, and the test slide cow - chair, such

that it might be more difficult to form new representations of the form "animal" -

"furniture." In any case, these examples are meant to illustrate how the comparison

process can involve reps not formed directly from the stimuli but indirectly, through

other reps formed from the stimuli.

Although the comparison process is often under the control of reps formed from

instructions, it can also be assumed to be capable of operating automatically, inde-

pendently of any explicit instructions regarding a comparison, whenever two reps are

formed, through whatever process, that the subject may expect to be similar but that

are usually different. For example, in one experimental variation of the task devel-

oped by Meyer, Schvaneveldt, and Ruddy (1974) and used by Rose and Fernandes (1977)

in an information-processing assessment battery, the subject has to read aloud a word,

such as MINT, followed immediately by another word, such as PINT, that is to be read

aloud. The second word is graphemically similar but "phonetically different" from the

first word. The resulting interference effect is possibly to be explained by an auto-

matic, negative comparison of two reps, a phonetic one, /pint/, formed from the

graphemic representation as cued by the preceding word MINT, and another phonetic one,

/paynt/, formed from the word in its normal reading.

Similarly, the interference effect noted in the well-known Stroop (1938) task is

possibly to be explained through an automatic, negative comparison of two reps--one

from the color in which a word (e.g., GREEN printed in red) is printed, and one from

the normal reading of the word presented.

At this writing it is not clear whether IDs arising in tasks and tests that
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involve TSTSIM stem from differences in performing the TSTSIM operation as such, or

from differences in the availability and accessibility of the reps on which this

process is performed.

7. The Co-Representation-Formation process: FOCORP (OURP, REPI, [REP2], BSIS)

where OURP = a co-representation that is formed in association with REPI and

(optionally) REP2;

REPi, REP2 = operands passed from other cognitive processes. (Some processes

involve only REPi, while others also involve a second operand,

REP2.)

BSIS = the rule or other basis governing the process.

Discussion: The Co-Representation-Formation process FOCORP (the name being formed

from "form co-representation") is the process of establishing a new representation in

memory in association with one with a longer history, or with two such reps, also asso-

ciated with a rule BSIS that gives the basis on which the corepresentation is formed.

Essentially this process is the foundation of any learning of new representations, such

as the names for objects, arbitrary associations in "verbal learning" experiments,

number facts, and the like. As examples we give:

FOCORP ("chaise", "chair", ---, French translation)

[the French word chaise is a translation of the English word chair]

FOCORP ("chaise", chair, ---, name in French)

[the word "chaise" is the name of an object chair in French]

FOCORP ("7", 49, ---, square root)

[7 is the square root of 49]

FOCORP (2, 7, 5, difference)

[2 is the result of subtracting 5 from 7]

FOCORP ("GEX", 49, ---, ARB)

["GEX" is an arbitrary association established with 49]

FOCORP ([5-7], 7, 5, SEQ)

["5-7" is established as part of a sequence in a memory span task]

Many paradigms of cognitive tasks, e.g. Paradigm 5, assume that FOCORPs have occurred
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in the previous history of the individual and are retained in memory so that they are

more or less accessible for recall. In Paradigm 6, FOCORP processes occur in the learn-

ing or acquisition phase, to be drawn on or tested in the recall phase through FICORP

processes (see below). The success of these latter processes must depend in part on

the success with which FOCORP processes have occurred in the acquisition phase, as well

as many other variables such as the time interval between the learning and the recall

phases, activities that intervene in that interval, etc.,--in short with the many vari-

ables that have been dealt with in the large literature on various subparadigms of

learning (memory span, serial recall, free recall, paired-associate learning, etc.).

We will not attempt to deal with this literature here except insofar as it concerns IDs

in memory functions.

8. The Co-Representation Retrieval process: FICORP (OURP, REPI, [REP2], BSIS)

where OURP = the co-representation found or retrieved for REPI and (optional-

ly) REP2, given BSIS;

REPI, REP2 = operands passed from other cognitive processes;

BSIS = the rule or other basis governing the process.

Discussion: The FICORP process (the name being formed from "find co--representa-

tion") is complementary to the FOCORP process, and the structure of its arguments is

similar. A FICORP process cannot be successful unless an appropriate FOCORP process

has occurred and the result has been stored in memory. Were we to give examples of

FICORP processes, they would be similar to those given above for FOCORPs.

FICORP is a very general process that is found in all or nearly all cognitive

tasks at one or more points. Possibly TSTSIM, the comparison process described above,

should be formulated as a type of FICORP, in the formalism

FICORP ("outcome," A, B, compare for sameness).

For the present, however, we will treat TSTSIM as different from FICORP, since it does

not seem to contain the element of search which we believe is characteristic of FICORP.
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Indeed, the name we have assigned to this process emphasizes that it involves an

element of search, that is, search for the "co-representation" or "co-rep" (for short)

for a given rep or pair of reps, selected on some basis.

Cases of FICORP with one operand occur in a variety of simple cognitive tasks. In

a choice reaction experiment, the rep of the response that is to be chosen must be

found or retrieved, contingent on the value of the stimulus. The rule on which the re-

trieval is based may involve some arbitrary set of correspondences established in in-

structions, e.g. select "left hand" for "green," and "right hand" for "red" (as in the

experiment conducted by Keating & Bobbitt, 1978), or select "position close to the

stimulus light" (for a hand movement to that position) on the basis of "position of

stimulus light" (as in the choice-reaction experiment reported by Jensen, 1979).

FICURP may, on the other hand, involve a retrieval process based on a long-standing

memory. For example, in an experiment on absolute pitch judgment conducted by the

writer (Carroll, 1975), the subject was required to hit or "play" the piano note corre-

sponding to a heard pitch. There could be two successive FICORPs in the case: First a

rep of the identity of the note is retrieved from the heard pitch, and then a rep of

the position of the note on the piano keyboard is retrieved from the rep of the

identit. of the note.

One-operand FICORP processes are an essential aspect of Paradigm 5, which requires

the subject to name, read, or find an association for, some stimulus. In our terms, in

response to the rep of the stimulus, an associated co-rep must be found--a rep of the

corresponding name, reading, or association. The particular kind of co-rep to be found

is specified by the fourth argument of the process-(e.g., NAME, READING, ASSOCIATION,

etc.).

Two-operand FICORPs are characteristically found in Paradigms 7 and 8. In the

former, the analogical reasoning paradigm, a typical FICORP is that of inference:

Given the A and B terms of the analogy, the subject must find a co-rep of the relation

between them (e.g., given A ='foot, B = shoe, the rep formed might be described as

"article of clothing for a bodily limb"). In the latter, the algorithmic manipulation
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paradigm, a typical FICORP might be the adding or subtraction of two numbers, often

done in a series of such FICORPs.

There can be both speed and accuracy aspects of the FICORP process. It takes a

certain amount of time to complete, and it may be completed either successfully or un-

successfully. Unsuccessful completion consists of not finding a co-rep, or finding a

co-rep that is incorrect or inappropriate in terms of some objective, external standard.

Under what conditions does the FICORP process involve "search" of a store of co-

reps? Hick (1952) found that in many experimental settings, the average choice reac-

tion time increases linearly with the logarithm of the number of alternatives; the

function (originally discovered by Merkel in 1885) has been verified so often that it

is described as "Hick's law," though perhaps it should be dubbed "Merkel's law."

Recent examples of experiments in which the data follow this law are those of Carroll

(1975), for absolute pitch judgments (where as many as 64 alternative choices could be

made), and Jensen (1979), who claimed that the slope of the function was negatively re-

lated to intelligence. The essential choices in both these experiments may be regarded

as FICORP processes in which the correct choice relies on selecting from among n alter-

natives, or co-reps. it might be assumed that each co-rep would have been formed in

memory by a FOCORP process. This is clearly the case in Carroll's experiment; it ap-

pears that people with absolute pitch ability rossess a mental representation of each

possible pitch in the musical scale (at least within the range of the piano keyboard)

and are able quite rapidly to retrieve the identity of any given pitch and its position

on the keyboard. The set-size effect was obtained by using different set sizes (1, 4,

16, 64) in different blocks of experimental trials. Jensen had set sizes of 1, 2, 4, 8

and also obtained a set-size effect. In his experiment, however, it is not necessary

to assume that subjects had learned separate co-reps for each stimulus light. His

subjects' task was simply to press a button next to the presented stimulus light and no

prior learning of these positions was required. This suggests that the source of the

set-size effect is not the number of co-reps previously learned but the number of

expectations that are set up in an experiment. Possibly, therefore, the set-size effect

51

L, _ .. : . e)' :- . .. .. . ...... .. . . .. :.. .. o -: _ . .. ....



can be interpreted as a function of the number of ESTMs (expected stimuli) formed in

ATSTIM processes. This interpretation would cover Carroll's experiment as well as

Jensen's and others like it (Hyman, 1953), and is also implied by Wickelgren's state-

ment (1979, p. 181) that the set-size effect is associated with the width of the "at-

tentional set." The set-size effect therefore seems not to be a function of retrieval

processes, but of attentional processes (in our terms, ATSTIM processes). The set-size

effect does not stem from a "search" of co-reps.

This does not exclude the possibility, however, that FICORP involves a search pro-

cess when the reps or co-reps to be retrieved vary in availability, as in the picture

naming task studied by Oldfield and Wingfield (1965), Carroll and White (1973a), and

Lachman, Shaffer, and Hennrikus (1974). These studies show that speed of retrieval is

a function of such variables as stimulus codability and name-word frequency and age-of-

acquisition, and there are indications of consistent individual differences in retrieval

rates (Carroll, 1976b). Also, various types of learning and memory experiments can

involve FICORP processes (as well as FOCORP processes in the learning phases), and

there are wide individual differences in performance on such tasks as free-recall,

serial learning, and paired-associate learning that may reflect FICORP processes

(Malmi, Underwood, & Carroll, 1979). In all tasks involving such processes, avail-

ability of reps can be modified by practice and priming effects, and can vary as a

function of time lapse between learning and testing, and interference effects.

9. The Transformation process: TRAREP (OURP, REP1, [REP2], BSIS)

where OURP = a rep that has been transformed from REP and possibly REP2;

REPI, REP2 = operands passed from other cognitive processes;

BSIS = the basis of the transformation, generally an indicator of the

type of transformation performed.

Discussion: This process (its name being formed from "transformation of represen-

tation") is that by which a given rep is transformed or changed on some specified basis.

It could be formalized as a special case of FICORP, but it seems desirable to
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distinguish it from FICORP because in FICORP, the original operand (or operands) is

(are) not necessarily changed, lost, or displaced, whereas in TRAREP it is assumed that

the operand is actually changed or transformed, and thus lost, at least temporarily.

* In the visual modality, several types of transformations can take place, such as

change of imaginal size or location (Kosslyn, 1975) or change by mental rotation

(Shepard & Metzler, 1971). In the auditory modality, a transformation could take the

form of a change in pitch (as of a chord or a melody). Individual and group differences

have been observed in the speed of mental rotation (Shepard & Feng, 1972; Tapley &

Bryden, 1977).

10. The Response Execution process: XECUTR (OUMV, REP, ---, BSIS)

where OUMV = a covert or overt movement, including the cognitive planning of such

a movement;

REP = an operand passed from another cognitive process which specifies the

movement to be made;

BSIS = a specification of the type of movement (e.g., finger response button

press, overt vocalization, covert vocalization, etc.).

Discussion: This process, whose mnemonic name is famed in an obvious way, is

that of operating on a REP, that specifies a target response, in such a way as to plan

and produce the actual response, OUMV. In most ECTs that have been studied, the final

response, at least, is overt. Usually, movements of the hand or fingers, as in pressing

response buttons, or verbal responses ("yes," "no," the spoken name of an object, read-

ing aloud of a printed letter or word, etc.) are required, but other types of motor

response could be employed (eyeblinks, foot movements, etc.). XECUTR is, however,

thought of as a primarily cognitive process that involves planning the required move-

ment, utterance, or what not. The process is mainly what precedes the overt response,

from the point of time that other processes have formed an appropriate rep that speci-

fies the target response. The actual response is generally an automatic outcome of

that planning. Speed or latency measurements can usually be best made by observing the

time the subject takes to begin a response, from some prior point in the task, rather

53



than the time taken to complete it, because the latter can include some component of

movement time (Fitts, 1954; Fitts & Peterson, 1964) or articulation time. This can be

a serious problem when there is more than one button to press and when the subject's

hand or finger has to leave some fixed (or worse still, arbitrary or random) position

before going to a given response position. The problem can be largely eliminated by

computing latency measurements up to the point.of time at which the subject leaves some

sort of "home position," rather than up to the time the target response button is

rressed. If desired, the XECUTR process can then be observed in two stages, the first

being a function of decision and movement planning time and the second a function of

movement time. In the case of vocal responses, latency can be taken up to the point of

initiating the vocalization, and if desired, the time of the actual vocalization can be

separately observed.

The XECUTR process may also involve covert or "subvocal" responses, as in the case

of covert "rehearsal" (when the cubject "silently" or "mentally" repeats stimuli or re-

sponses). Rehearsal can either be called for in task instructions or be spontaneously

initiated and performed by the subject. Although it may be difficult to measure the

timing or latency of covert responses, the possible occurrence of covert responses must

be provided for in the analysis of cognitive tasks.

Several examples of XECUTR processes may be presented in terms of its first two

arguments, OUMV and REP. Just before the response in a simple reaction-time task, REP

is the rep formed as a result of apprehension and perceptual integration of the stimu-

lus, and OUMV is the planning and initiation of a response. In a choice-reaction task,

REP is the rep formed as the outcome of one or more FICORP processes in which a rep (or

co-rep) corresponding to the particular stimulus presented is found; OUMV is (or should

be) the planning and initiation of the response. In a successive-presentation compari-

son task (Paradigm 4) REP is the result of a FICORP process in which the appropriate

co-rep of the outcome of a TSTSIM process is found, and OUMV is as before the planning

and initiation of the overt response. In a picture-naming or word-reading task (under

Paradigm 5) REP is the rep of a word in memory, arrived at through a FICORP process,

54

• . .. . . .. |m J mam m i m m m1 I I. . .



and OUMV is the planning and initiation of the vocalization of that word.

The actual time required by the XECUTR process is probably observable most clearly

in simple reaction time tasks, because complications arising from the nature of the

stimulus, the stimulus set size, the availability of the response, etc., can be con-

trolled by using identical stimuli in all trials. Possibly Frederiksen's (1978)

finding of an "Automaticity of Articulation" component of individual differences in

certain reading tasks corresponds to an XECUTR process having to do with the

vocalization of words.

Representation and Possible Simulation of ECTs by a Computer Program SIMCOG

Partly because of the level of detail that is involved in the analysis of cogni-

tive tasks in terms of the 10 specific cognitive processes, and partly in the hope of

eventually being able to simulate many aspects of experiments with such tasks, a com-

puter program, SIMCOG, has been developed to represent ECTs. The program is written

in very general terms so as, it is hoped, to permit the representation of any cognitive

task at a useful level of detail and specificity.

The program is written in FORTRAN IV-PLUS for a PDP-11/45, but it could be

translated into other computer languages. For the present exposition, it will suffice

to describe the two main subroutines, EPLAN (the experimenter's plan) and SPLAN (the

subject's plan). EPLAN can either call one of four types of actions that would be

taken by an experimenter, or it can make a call to SPLAN, in effect passing program

control to the subject and waiting for a subject response. The four types of actions

that can be taken by the experimenter are:

CONSLT: consult details of the experimental design in order to choose stimuli,

change experimental conditions, etc.

PRESNT: present something (e.g., instructions, stimuli, waiting periods,

alerting signals, etc.)

NOTDTA: note a response (e.g., latency, correctness, etc.)

QUIT: terminate the experiment
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S'LAN, when it has program control, can call, in any sequence desired, any of 10

subroutines corresponding to the 10 cognitive processes described in the previous sec-

tion; it may also return control to EPLAN when operation of one or more of these

subroutines has been partially or completely performed.

The sequence of EPLAN and SPLAN actions is controlled by data structures, EP and

SP, respectively, that are specified in advance in any desired way, corresponding to

any given ECT. These data structures are themselves essentially programs by which

actions may be programmed to occur in any specified sequence under control of different

conditions that may occur in the course of an experiment. That is, the data structures

are programmed to cause the making of tests of conditions and the selection of alterna-

tive courses of action depending on the outcomes of those tests.

Each of the 10 cognitive process subroutines that may be called by SPLAN can con-

tain information about how that process may be presumed to operate--information that

could, for example, be drawn from the experimental literature, or specified in the form

of testable hypotheses. Each of the process subroutines can set constants and parame-

ters that remain in computer memory in such a way as potentially to affect the opera-

tion of other processes if they follow in a specified sequence.

The program also contains a simulated time clock that can be used to compute

latencies and other information based on time.

Thus far, the usefulness of the SIMCOG program, which has been only partially

developed, is seen primarily in the fact that it demands that its user be very ex-

plicit about the details of an ECT, in terms of both the experimenter's plan and the

sequence of the cognitive processes postulated in the subject's "plan." For purposes

of illustration, details of the EP and SP data structures and the resulting computer

printouts for typical trials of certain ECTs are given in Figures 4, 5, 6, and 7. The

first three of these figures correspond to the ECTs and DTRs displayed in Figures 1,

2, and 3, respectively, and thus illustrate the operation of SIMCOG for Paradigms 2

and 7. Figure 7 is for the VDT (visual duration threshold) and picture-naming latency

data from an experiment by Wingfield (1968, Expt. I, pp. 227-230) and is intended to
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2
illustrate how parameters contained in SPLAN subroutines might be used to predict or
test experimental outcomes. In this experiment, VDTs and picture-naming latencies were

determined as a function of the word-frequencies of the picture names, both with no

post-stimulus masking and with post-stimulus masking. This ECT illustrates our Para-

digm 1, and in the picture-naming data, Paradigm 5. From Wingfield's graphed data,

parameters were worked out for predicting VDTs and picture-naming latencies. By making

certain assumptions about the persistence of the visual image under no masking and

masking conditions and about the time for initiating a vocalization, it might be

possible to estimate parameters separately for CLOZR, FICORP, and XECUTR processes.

Although not implemented as yet, code for moderating parameters with individual

difference data could be inserted in SIMCOG.

Use of Cognitive Task Paradigms in Assessing Cognitive Processes

We now need to retrace the ground we covered in describing the eight cognitive

task paradigms that were identified in an earlier part of this chapter, to assess the

ways in which these paradigms can be used to study the 10 cognitive processes that

have been set forth. Our interest in individual differences makes it particularly de-

sirable to be able to assess each of these 10 processes separately, because it is at

least conceivable that individual differences in these processes are to some extent

independent of each other. We need to be able to investigate this matter.

This section is organized mainly around the paradigms themselves, because as will

be seen, observations and measurements taken for each of the paradigms typically re-

flect the combined operation of several processes. We need to see whether data from

different paradigms can be collected and analyzed in such a way as to identify the

separate contributions of each process.

A main focus of interest in cognitive psychology is the time that each process

takes. Studies of individual differences would therefore look for reliable variations

in processing tites over individuals. The general assumption in "mental chronometry"

(a term used by Posner, 1978) is that information processing proceeds in a series of

stages, and that the total time observed from the initiation of a cognitive task can
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be analyzed in terms of the time taken by each of the stages. Nevertheless, it may be

that the stages overlap and interact in such a way that it is difficult or meaningless

to attempt timing them separately. Pachella (1974) has discussed many of the problems

in interpreting reaction time data and seems to conclude that while the various methods

(the Additive Factor method, the Subtraction method, etc.) all have certain faults, the

method of "converging operations," i.e. the accumulation of evidence from a variety of

related studies, can be expected eventually to produce scientifically valid results and

interpretations. This is the stance adopted here, in that we attempt to suggest how

information from the various paradigms can be compared in such a way as to produce

reasonably firm conclusions. We need also to recommend procedures and measurements

that will be more likely to facilitate such comparisons. Our survey of available

literature on IDs in cognitive task discloses a frustratingly large lack of uniformity

in procedures.

Although there will be a heavy emphasis on measures of processing time, measures

concerned with the correctness of response, or its complement, error rate, cannot be

ignored. In many of the simpler paradigms, however, error rates are typically so low

that there is little possibility of significant individual difference variance in them.

Paradigm 1: The Perceptual Apprehension paradigm. In the most general terms,

the object of this paradigm is to determine thresholds of various sorts.

One kind of threshold is the minimal stimulus energy that is necessary to produce

perceptual apprehension (and also the formation of a representation). By Bloch's law,

that stimulus energy is a joint function of intensity and duration, but in cognitive

psychology the interest is usually in the temporal parameter alone when intensity is

held constant at some "reasonable" level (e.g. field luminance of 32 mlam. in a visual

duration threshold experiment; Richards & Platnlck, 1974). Using the method of

ascending limits, with small increments in time of exposure on each trial, one deter-

mines the minimal duration necessary to produce a positive report in the subject.

(For greater precision, it may be suggested that one-half of the duration increment

should be subtracted from the minimal duration determined in this way.) But the
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minimal duration cannot necessarily be the time taken up by the processes we have

called here APSTIM, CLOZR, and REPFRM; it is simply the stimulus energy necessary to

activate these processes. How long do these processes take?

A possible solution to this problem comes from the fact that duration thresholds

obtained when the stimulus exposure is followed (and sometimes preceded) by a mask

(e.g., of random lines and curves, in a visual duration experiment) are regularly

longer than those obtained without masking. Presumbly, the mask blocks the operation

of any iconic image that persists after a stimulus exposure. Therefore, the duration

threshold obtained with masking must be the time taken up by the processes APSTIM,

CLOZR, and REPFRM with masking. To determine the time taken up by these processes

without masking, we must appeal to other kinds of information obtainable from the

paradigm.

It is Interesting to note, at this point, that times taken up by processes during

duration thresholds do not include any time that may be required for the subject's re-

port; thus, they do not include time for processes such as FICORP or XECUTR. Times for

these processes, however, are included in determinations of time of report after a

short exposure. We can compare these time determinations for no-masking vs. masking to

get an estimate of the additional time taken by APSTIM, CLOZR, and REPFRM with masking

as opposed to without masking. For example, if we examine (with some reanalysis)

Wingfield's (1968) data on visual duration thresholds for pictures with and without i

masking and on latencies of picture naming, we find that for picture name-words of

average frequency, the naming latency was about 1102 msec, as opposed to 1030 msec

without masking. If we assume that the times for such processes as FICORP and XECUTR

were the same under the two conditions, the difference in latencies should give an

estimate of the additional time required for completion of APSTIM, CLOZR, and REPFRM

masking as opposed to no masking, i.e. 72 msec. Since the VDT under masking averages

at 104 msec (with very little variation over name-word frequencies), we subtract

72 msec to obtain an estimate of 32 msec for the APSTIM, CLOZR, and REPFRM processes

to be completed under no masking (which is 17 msec longer than the VDT of about 15
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under no masking).

It would be interesting to experiment with this paradigm, making computations such

as suggested here, using stimuli that are more than normally difficult to integrate,

such as the Street Gestalt test pictures, or the words in Thurstone's Mutilated Words

test. Using such materials, it might be possible to differentiate times for APSTIM,

CLOZR, and REPFRM by obtaining different kinds of subject reports (e.g., mere appre-

hension of the stimulus, vs. completion of integration, vs. the name of the stimulus).

It can be expected that the parameters of processes involved in this paradigm will

be a function of stimulus characteristics as well as individual differences.

Paradigm 2: The Reaction Time and Movement Time paradigm. Our main concern with

this paradigm is that the experimental arrangements should always make it possible to

separate decision time from movement time. This can be done by having the subject

start from a constant position in making his response, and measuring the reaction (or

decision) time from the onset of the stimulus to the onset of the response of leaving

the constant position. Decision time measured in this way includes times for APSTIM,

CLOZR, and XECUTR (this last process conceived of as the planning of a response). If

desired, movement time can be measured as the time for a continuation of the XECUTR

response.

The difference between simple reaction time and choice reaction time seems to con-

sist in the number of bits of information that must be processed (0 bits for simple

reaction time and log2 [set size] for choice RT). It is not yet clear exactly how the

set size influences choice reaction time; we have suggested above that it has to do

with an attentional process, i.e. with ATSTIM, and not with a search process as such.

But does ATSTIM influence FICORP processes or XECUTR processes? Possibly it influences

both, to some extent. As an illustration of the kind of data that might be used to

illuminate this question, consider the wide variation in time per bit (i.e., the slope

of RT on set size) in different experiments. In Jensen's (1979) experiment on a choice

reaction time task in which the subject's only task was to push a button next to a

light, the time per bit averaged about 23 msec. It may be assumed that there was

65



minimal FICORP or "look-up" process; possibly set size influenced mainly the XECUTR

process (selecting which movement to plan). In Keating and Bobbitt's (1978) simple and

choice reaction tasks, there must have been at least one FICORP operation to retrieve

the position (left or right) corresponding to the light (red or green); time per bit

(which cannot be very well estimated from the data because points are available only

for 0 and 1 bit) was 234 for average ability 17-year olds, and 195 for high ability

17-year olds. In Carroll's (1975) study of absolute pitch ability, data points were

available at 0, 2, 4, and 6 bits; the average time per bit for 4 subjects with absolute

pitch ability was 109 msec. This figure could have been due to the fact that, as sug-

gested by logical analysis of the task, there were two FICORP processes necessary in

any choice: (1) retrieving the identity of the heard note; (2) retrieving the position

of that note on the piano keyboard. Experimental variations of Carroll's absolute

judgment task might permit differentiating these two processes.

Paradigm 3: The Evaluation/Decision paradigm. Latency measurements taken from

this paradigm, by noting the time from the onset of the stimulus to the onset of the

subject's response (preferably using the "home position" procedure mentioned earlier)

would include times for the usual APSTIM, CLOZR, and REPFRM processes. (One could also

use masking procedures to better investigate the times of these processes.) It will

also generally involve at least one FICORP process in which the subject has to evaluate

the stimulus with respect to some rule given as an argument in the FICORP process. An

example of a simple Paradigm 3 task is one used by Anderson and Reder (1974), adapted

from a task originated by Moore (1915), the time to report "thinking of the meaning of

a word" presented visually. Average latencies (over a sample of words) reported by

Anderson and Reder were 518 msec for "instance words" and 496 msec for "category

words." When, however, there was a lexical decision involved--the instance and category

words being presented interspersed with nonwords, the average latencies were consider-

ably higher: 739 for instance words and 641 for category words. The usual interpreta-

tion of such a result has been that the lexical decision task involves some kind of

search of memory; while this may be the case, it is also possible that there is a
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set-size effect, in that two alternative responses are possible. Support for the no-

tion that there is also a retrieval process (FICORP) comes from the fact that it is

regularly found, in lexical decision experiments, that the latencies are longer for

nonwords as opposed to words. For example, in applying a task due to Meyer,

Schvaneveldt, and Ruddy (1974), Rose and Fernandes (1977) found average lexical decision

latencies for words as 736 and for nonwords as 916; these were data for day 1. On day 2

the latencies decreased somewhat to 647 for words and 756 for nonwords, a finding that

suggests that by day 2 much less search process was necessary because the nonwords had

been by that time learned as such. In any case, it seems that the main value of

Paradigm 3 can be in investigating times required for FICORP processes as a function of

the stimulus characteristics, the requirements of the task, and practice and repeated

exposure.

Paradigm 4: The Stimulus-Matching/Comparison paradigm. As compared to Paradigm 3,

Paradigm 4 introduces a new process: TSTSIM, i.e. the explicit comparison of two

stimuli on the basis of some rule for the comparison. We would, therefore, expect

latencies to be greater from tasks in this category. Unfortunately, there is much lack

of uniformity in conducting experiments following this paradigm, and experimenters fail

to exploit the possibility of the paradigm sufficiently. There are two major problems:

(1) There is usually failure to use the "home position" technique to exclude variance

in movement time, and (2) two stimuli are often presented simultaneously when they need

not be, and thus there is possibly unwanted variance in the processing of the first

stimulus. If stimuli can be presented successively (and separately) the latency of

report from the onset of the second stimulus can exclude processing time for the first

stimulus. It will, of course, contain time for the TSTSIM operation, and there is a

strong possibility that the amount of time for the TSTSIM operation can be ascertained

by comparing the latency for the second stimulus with that of the first stimulus. The

latter would be obtained by some form of Paradigm 3 procedure, e.g. asking the subject

to report when the first stimulus has been encoded, and initiating presentation of the

second stimulus only when the subject has reported "encoding" of the first stimulus.
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(An example of an experiment that did follow this procedure is that of Clark & Chase,

1972; they were able not only to obtain data on the encoding of the first stimulus [a

sentence] but also to compute parameters for selected aspects of the FICORP and pos-

sibly TRAREP processes in the second phase of the task.)

The data on encoding of the first stimulus would often be valuable in themselves.

Under successive presentation, we would expect the latencies to be systematically faster

than under simultaneous presentation, but at this writing no data can be found in the

literature to test this assumption, because of lack of comparability in experimental

procedures across studies.

We have classified various types of memory experiments under this paradigm, e.g.

the Sternberg task in which there is presumably a search of short-term memory for match

with a "probe stimulus." In our terms the search of short-term memory would be inter-

preted as a group of TSTSIM operations--we use the term "group" rather than "series"

because we do not want to co~miit ourselves as to whether these are serial or parallel

processes. Because the usual finding is that latency of response to the probe is

linearly related to the memory set zize, rather than to its logarithm, it appears that

this is not a function of attentional processes in the way that the choice-reaction

task is affected. Nevertheless, one might consider that there is still a choice reac-

tion aspect of the task in the sense that "yes" and "no" alternatives are possible, and

the regula' finding that "no" responses take longer may be a function of this two-choice

aspect, influencing the XICLITR segment of the process. The slope of the function re-

lating response latency to memory set size may be interpreted as a measure of the time

to perform a ISTSIM operation.

The recognition paradigm, as exemplified in the Shepard and Teghtsoonian (1961)

task used by Rose and Fernandes (1977) in their information processing battery, is also

regarded as falling under our Pdradigm 4, in that it involves continual testing of new

stimuli for the possibility that they are also "old" stimuli previously presented.

Here the interest is not in latencies but in the correctness of the responses. An

appropriate measure of the probability of correct response, as a function of lag, is
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the parameter B in the equation y = Ax, or in its logarithmic form log y = log A +

B log x.

Paradigm 5: The Naming/Reading/Association paradigm. As compared to the previous

paradigms, this paradigm introduces FICORP processes that are considerably more complex

and extensive relative to those which may occur in the previous paradigms (except in

the case of requiring naming or reading responses in Paradigm 1). Even reading times,

which are generally faster than naming times, demand that the subject retrieve a com-

plex vocal response, as opposed to the mere search of memory for representations of

seen or heard words with only the requirement of judging meaningfulness or similarity

through a binary report. Latencies for reading, naming, and association times can be

studied as a function of various stimulus characteristics, priming, practice, and task

instructions (e.g., various types of controlled associations); effects of other pro-

cesses such as APSTIM, CLOZR, and REPFRM would be partialled out on the basis of

results from other paradigms.

The Stroop task (Stroop, 1938) presents an interesting special case because it

appears to involve a conflict of reading and naming responses. There are many ways of

scoring the Stroop task (for discussions, see Thurstone, 1953; Jensen & Rohwer, 1966);

we would favor those that take account of the separate strengths of color and reading

responses and on this basis measure the amount of conflict existing between the two

types of responses when tha color-word task is presented. As we have suggested, the

conflict can perhaps be conceptualized as the result of an automatic TSTSIM operation

that gives a negative outcome when the color and word responses do not produce the same

reps.

paradi 6:._Eisodic Memory Readout. This paradigm characteristically involves

the evaluation of FOCORP processes, i.e. processes whereby new representations and co-

representations are formed, and in the testing phases, FICORP processes, wherein the

representations formed in the learnirng phase are retrieved. Little use is made of

latency measurements; rather, measurements are primarily of the probabilities of correct
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recall and retrieval. In the memory span subparadigm, the concern is with how many

representations can be formed in short-term memory and then retrieved.

Paradigm 7: Analoqgical Reasoning. R. Sternberg (1977) has already presented such

an elaborate and complete analysis of this paradigm that it would be gratuitous to

offer much more here, except possibly a reinterpretation of some of his "components" in

our terms. Furthermore, the analogical reasoning task has already been treated here

both by DTR chart and by a SIMCOG program (Figures 3 and 6).

Encodinj: This is equivalent to our REPFRM, except that in the analogical

reasoning task, encoding is not only of the meaning of the terms but also of the attri-

butes and values of the terms. Each such encoding involves a separate REPFRM, each

with its own arguments.

Inference: Insofar as this involves "discovering a rule relating A and B,"

this involves TSTSIM and FICORP processes in which attributes of A and B are noted,

compared, and referred to memory to find a representation of a rule that relates them.

Mapping: This is similar to Inference, except that it applies to the A and C

terms of the analogy.

Application: This is a FICORP process in which the argument, BSIS, is the

outcome of the Inference process.

Justification: This seems to be a further type of Application operation in

which when the straightforward application process does not quite succeed, adjustments

are made in the representations (possibly by our TRAREP process) in order to make it

successful.

Preparation-response: This seems to correspond to our MONITR process; it is

essentially the process by which the subject acquires a knowledge of the structure of

the task and monitors his performance in it. It also involves the XECUTR process.

Paradigm8: _A  o it h jic Mani uation. This paradigm has such a large number of

variants that it is difficult to identify any particular processes that are featured in

it, except possibly various types of FICORP processes. For example, in the
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"Sunday + Tuesday" task studied by Hunt, Lunneborg, and Lewis (1975), there appears to

be a FICORP process in an encoding phase of the task; the subject is given, say, a day

of the week and has to find a corresponding number for that day; when he has done so,

he presses a button indicating readiness to continue. The time from onset of the stimu-

lus to the button press can be regarded as primarily a function of the FICORP process.

In the solution phase, there are further FICORP processes in which another day of the

week has to be encoded as to its number; the two numbers are added (again by a FICORP

process), the sum is converted to a number modulo 7, ind the resulting number is con-

verted back to a day of the week. As these authors use the task, the solution time is

the total time to attain the solution starting from the onset of the second stimulus,

but it would also be possible to break this phase down into subphases in order to study

the times taken by each FICORP process involved.

An Illustrative Series of P-roposed Experiments

We complete this chapter by proposing a series of experiments intended to illus-

trate the possibility of estimating various parameters of the cognitive processes Pro-

posed here. This series of experiments would use a common set of materials--pictures

and the words that name those pictures. The pictures would be drawn primarily from the

Street Gestalt Completion test, but both clear and mutilated forms of these pictures

would be used. Further, both "clear" and mutilated forms of the words would be used

(like the "mutilated words" in Thurstone's test of that name). The words could be

presented in both capital letter and lower-case forms. (It appears that the literature

of word-recognition thresholds generally concerns recognition of capital letter forms,

ignoring the fact that it was shown long ago [Tinker & Paterson, 1928] that words in

"all caps" are harder to read than the same words in lower-case letters.) The series

of experiments would then be conducted according to the various paradigms we have

identified:

Paradigm1 1: Visual duration thresholds would be determined both without masking

and with masking for the
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1. "Clear" pictures

2. "Mutilated" pictures (as in the Street Gestalt Completion test)

3. "Clear" capital letter words

4. "Mutilated" capital letter words

5. "Clear" lower case words

6. "Mutilated" lower case words

In each case, however, there would be several types of subject reports affecting the

determination of the visual duration thresholds:

(a) Report of mere awareness of the stimulus (without necessarily its

perceptual integration)

(b) Report of the integration of the stimulus (but without naming or reading

it)

(c) Naming or reading of the stimulus

The purpose of this part of the experiment would be to determine parameters for APSTIM,

CLOZR, and REPFRM for the various stimuli. Here, we mean both parameters for the

average subject and stimulus and parameters for individual subjects and stimuli.

Paradigm 2: The stimuli used in the Paradigm 1 experiments would also be used as

the stimuli for a series of simple and choice reaction experiments. For example, a

choice reaction experiment could be based on deciding which of a series of pictures or

words is presented; a two-choice experiment could be based on whether the stimulus is

"clear" or "mutilated"; etc. The design of these experiments would make it possible

to isolate separate p, meters for the FICORP and XECUTR processes that would be

involved.

Paradigm 3: With indefinite stimulus exposures, clear and mutilated pictures

would be judged for "sense," along with "non-pictures" (analogous to the pseudowords

in lexical decision tasks). Similarly, lexical decision tasks would be given for the

words, using both clear and mutilated nonwords, in both capital and lower-case print.
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Paradigm 4: Various kinds of matching tasks would be given (analogous to those

used by Wingfield [1968]) to explore the function of the TSTSIM process. Both simul-

taneous and successive presentation methods would be used; in the successive presenta-

tion tasks, encoding times would be taken in the first phase of the task. Picture-

picture matching could include combinations of clear and mutilated pictures, in

different orders; picture-word and word-picture matching would also be given.

Paradigm 5: Anything in this paradigm would have been taken care of, presumably,

in the naming and reading phases of Paradigm 1.

Paradigm 6: Various types of tasks could be employed in this paradigm: memory

span (for words), probed memory search (the Sternberg task), running recognition tasks,

etc. The purpose would be to explore the parameters of the FOCORP process, given

pdIoieter of the other processes determined from other paradigms.

Paradigm 7: Possibly the stimuli used in the other tasks would lend themselves to

the construction of analogies in which case R. Sternberg's procedures would be used to

determine parameters for components. These parameters would be compared with those

obtained in other paradigms.

Throughout, attention would be given to individual differences. A correlational

analysis of the various parameters determined for individual subjects would be made;

also, the correlations with selected psychometric tests would be determined, being

careful to distinguish speed and power (level) aspects of these tests. Also, attention

would be paid to the reliabilities of the parameters over separate testing occasions.

This series of experiments should provide ample opportunity to test the ideas about

cognitive processes advanced here, and it would also shed light on the problem of iden-

tifying individual differences in the parameters of cognitive processes.
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Chapter 3
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TABLE 1

DETAILS ON 55 STUDIES EXAMINID FOR INFORMATION ON IDs IN ECTs

Study Sample Laboratory tasks Paradigm Correlative measures

Allen. Rose. N 68 male & Letter Recall, pp. 5-9 6 - - -
& Krawr (1978) female students Mental Addition. pp. 9-11 8

answering ad at Sentence Recall. pp. 11-13 6
Georgetown U. Sentence Recognition. pp. 13-1s 4

Letter Rotation, pp. 16-18 4
Physical Match, pp. 18-19 4
Set Membership. pp. 19-21 4
Scan and Search, pp. 21-22 4

Berger (1977) N 
= 

74 (41 males, Immediate Digit Span 4-7. p. 55 6 Vocabulary. p. 49
33 femalns, mean Proactive Inhibition, p. 55 6 Rod and Froem ?est, p. 49age 0', 17-33). Retroactive Inhibition. p. 55 6 Embedded Figures Test. p. 5ew York U. Delayed Digit Span 4-7. p. 55 6 Attention Test (questionnaire), p. 59

psychology Long Digit Spas, p. 58 6
subject pool Immediate Digit Span 2-9, p. 58 6

Delayed Digit Span 2-9. p. 50 6

Binasa, Danner, N': 128 16 males, Physical & Name Identity
& Resnick (1979) 16 females at Comparisons, Pictures 4

each of 4 levels,
gr. 3,5,7, college

3utler & Heins N = 12 in each if Word Namiig, p. 70 5 Vocabulary, pp. 69-70
(1Q79) 2 expts; introd. Lexical Decision, p. 72 3

psycho), students
sampled to give
wide vocab.range

Chiaag C N = 34 Stanford U. Memory Search Task. o. 563 4 SAT-V, SAT-U. p. 663
Atkinson (097) undergraduates Visual Search Task, p. 664 4

(17 males, 17 Digit Span Task. p. 664 6
females)

Cohen (1976) = 30 male I' Word Recognition Threshold.p.472 I Otis Self-Administering Test
female freshmen. (Hi-Lo groups were uppe: and
introd. psychol. lower 25%)
courses (Hi-Lo
groups)

Cooper (1976, Ept. I: N = 10 Visual Comparison Task. p. 435 4 - - -
1978) Stanford U.

students
Expt. 11! N = 8

Stanford 1l.
students, staff,
volunteers

1ory. Rimland. . N = 25 enlisted Memory for Objects. p. 102 6 8 tests drawn largely from ETS
Bryson (1977) personnel. Naval Memory for Words. p. 102 6 Kit

Training Center; Visual Memory for Numbers Test, Drift Direction test
Ages 17-19-, at or p. 102 6 t ests from regular Navyabove 50th %ile Comparing Figures, p. 102 4 personnel battery
rer7ut ability Recognizing Objects, p. 102 1

distribution Memory for Patterns, p.102
Twelve Questions, p. 102 Misc.

Password, p. 105 5

Egan (1978) N = 31 to 48 for Spatial Apperception Test. p. 9 4 - - -
different tests; Spatial Orientation Test, p. 10 4
Navy personnel, Spatial Visualization, p.10 4
selected on Block Rotation Test, p. 10 4
screening battery Yes-No Decision Test, p. 21 2
that Included
spatial ability

Farna ides G Rose N = 22 volunteer Free recall, pp. 7-11 6 - - -
(1978) AIR staff members Running Recognition, pp. I1-15 4

interference Susceptibility,
pp. 15-21 6

Situational Frequency, pp. 21-24 4
List Differentiation. pp. 24-28 6
Memory Span. pp. 28-35 6
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TABLE I (Continued)

Study Sample Laboratory tasks Paradigm Correlative measures

Frederiksen. C. N = 120 (in 3 List Learning, p. 13 6 13 tests (8 abilities) from
(1969) groups, 40 each, (3 learning methods: 1963 ETS Kit

randomly asiign- Serial anticipation
ed exptl. coodi- Codahle clusters
tioss), Univ. of Free recall
Illinois under-
grads, grads.

Frederiksen, J. N 
= 
145 male Visual Recognition Test. p. 5 1 27 cognitive tests (8 abilities)

(1967) undergrad. & Auditory Recognition Test, p. 5 I from various sources. pp. 3-5
grad.students,
Princeton U.
(85. 60 in 2
exptl. gps.)

Frederikse,. J. N = 20 4a.s. Letter Matching, pp. 8-11 4 Nelson-Denny Reading Test, p. 19
(1)7f)) sopoo-trcs. Bigram Identification. pp. 11-12 1

juniors. . Pseudoword Decoding. pp. 12-13 5
seniors with Word Naming. pp. 13-14 5
wide raige of
reading ability

Goldberg. Schwartz. N = 40 (10 each Physical/Homophone/taxonomic Verbal battery. Lorge-Thorndike
Stewart (1977) in Hi-Lu verbal Category Identification. p. 11 4 Intelligence Test (College Edi-

X sex). from tion, Form 2)
537 introd.
psychol. students,

N. Illinois U.

Hawkins, Church, N = 17 (6, 3. 8 Jouble-stimulation Choice Reaction - - -

C. de Lemos (1978) in different Time 2
expts.). U.
Oregon paid
subject pool

Hitch (1976) N = 136 (30, 30. Mental Arithmetic Task 8 - - -
39. 39 in 4
expts.), naval
ratings, lab.
subject psiel.
staff. age 20-
t1O)

Hock (1973) N = 24 under- Repraduction Task. p. 416 6 - - -
grads, Johns Same-Different Comparison
Hopkins If. who Task, p. 417 4
passed a 1st
day criterion

Hock. Gordon. 6 N = 56 (24. 32 in Word-Picture Matching 4 - - -
Corcoran (197) 2 expts.),

undergrads,

Fla. Atlantic U.

Hock, Gordon. & Physical . name matches,
Gold (1Q75) N = 32 (16. 16 in alphabetic letters 4 - - -

2 expts.).
undergrad. &
grad. students.
Fla. Atlantic U1.

Hock. Gordon, . N = 64 (32. 32 Embedded Alphabet Letters 4 - - -
Marcus (1974) in 2 Pupts.),

ma)o & fevale
undergrads.,

Fla. Atlantic U.

Hock. Gordon C N = 32 students, Same-different comparisons. - - -
Whitehurst (19741 Fla. Atlantic IT. Multioblject Scenes 4

Hock G, Marcus N = 16 male Same-Different Comparisons. - - -
(1976) undergrad., Intact vs. Fragmented Letters 4

Johns Ilopkins U.
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TABL.E I (Continued)

Study Sample Laboratory tacks Paradigm Correlative measures

Hock G Ross, N = 24, undergrad. Same-Different Comparisons, - - -

(1975) students, Dot Patterns 4
son-students.
Flia. Atla~ntic U.

tiork. Throck- N = 32 undergrads.. Same-Different Comparisons. - - -

morto a GCol~m- Fla. Atlantic U. Words & Pseudosuords 4

bo (1 976) Forced-Choice Recognition
Task 4

Hogaboam, & Pelle- N =40 U. Semantic category decisions. SAT-V (available for 34 of
grino (1978) Pittsburgh words, p. 190 4 ss3-iple)

undergrads. Semantic category decisions.

pictures. p. 190 4

Hunt, Frost, G N = 104 freshmen, Continuous Paired Associates, Pre-ollege Inventory. U.

Lunneborg (1973) U. Washington. pp. %-"9 6 Washingtoa. Verbal and

(upper - lower Clustering (Semantic Category), Quatitative Aptitude Scores
VA X QA 25Y. pp. 99-101 6
grojps) Encoding (Posner Task).pp.10l-102 4

Semantic Coding C P1 Release.
pp. 102-104 6

Manipulation of Information in
STH (Sternberg Task), pp.l04-106 4

Susceptibility to InterferenceI(Brown-Peterson Task).pp. 106-108 6
Acquisition & Retrieval from
LTi. pp. 108-109 6

Hunt. Lausman. C N = 52 U. Wash- Roves Matrix Problems with - - -

Wright (1979) ington under- psychomotor secondary task.p. 4 8
graduates Language Comprehension wita

psychomotor secondary task.p, 12 Misc.

Costinnods Paired Associates
with secondary task. p. 18 6

Hunt. Lunneborg, N varied. = 49 Name-identity/Physical-ldentlty Washington Pre-ollege Inventory
& Lewis (1975) for a factor computer display. pp. 200-202 4 Verbal Comprehension

analysis; Hi' Name-identity/Physical-identity, Numerical Ability
Low verbal. U. card sort. pp. 200-20-1 4 Space Visualization
Washington Recall of "integrnable" words. Numerical Reasoning
students pp. 202-204 6 Verbal Reasoning

Peterson-Peterson paradigm. Minnesota Clerical Test
pp. 204-20o 6 (Numbers. Name)

Dichotic order Judgment, pp.206-9 3 Hidden Figures
Sentence verification (Clark C

Chase task). pp. 209-212 4
Sunday + Tuesday tank. pp. 212-216 8
Dichotic listening. pp. 217-218 6a
Auditory Digit Span. p. 218 6
Stroop Test Modification. p. 218 5
STWl Search Task (Sternberg).p.218 4
Iconic Memory (Sperling), p. 219 6

Hussy C Schller N =80 female Stochastic-ergodic prediction Misc. Nonsense learning
(1976) male students task Probability Learning

Meaningful Learning
Fluid Intelligence
Crystallized Intelligence
Cognitive Complexity scores
Stroop-Word-Color (written version)

Jackson C N =52 freshmen. Letter Separation. P. 157 1 School and College Aptitude Test.

McClellaid (1979) sophomores at Single-Letter Threshold. p. 158 t Series It. Form IC (verbal.

U.Cal.San Diego Simple-Pattern Matching. p. 158 4 quantitative composites). p. 157

(24 of which Letter Matching. pp. 158. 175 4 Listening Comprehension Test
also served in Synonym Matching. p. 158 4 (Paragraphs from SCAT). p. 157

Espi. 2) loisosyln Matching. p. 158 4
Multiple-Letter Display. p.l59 4
Auditory Letter-Span. p. 159 6
Dot-Pattern Matching. p. 175 4
Pseudoword-Homophome matching .p.
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TABLE I (Continued)

Study Sample Laboratory tasks Paradigm Correlative measures

Jensen (1979) N = 50 U. Calif. Reaction TiMe/Movement Tim Raven Advanced Progressive Metrics.
(Berkeley) Apparatus, p. 22 2 p. 24
undergrads. Serial Rote Learning. p.24 6 Termman Concept Mastery Test. p. 24

Digit Span Memory. p. 24 6 3 scales of Eyseack Personality
Inventory. p. 24

Kail & Siegel N = 72 (12 males, Matrix LEatter/Position Recall. - - -

(1977) 12 females at pp. 341-343 6
each of 3 grade
levels, gr. 3.
6, college),
college Ss in
U. Pittsburgh
subject pool

Keating & N = 60 (20 in each Simple & Choice Reaction Time.p.157 2 Raven Standard Progressive Matrices
Babbitt (1978) of grades 3. 7. Name Retrieval from Memry.p.158 4 Raven Advanced Progressive Matrices

11) Memory Scanning. p. 160 4 (as appropriate to age group)

Keele. Neill. & N = 15 Priming, p. 3 2

de Lemos (1978) (undergraduates?) Rare Event Task. p. 4 2
Alternation Task, p. 4 2
Dichotic Listening Task. p. 5 6

Lansman (1978) N = 112 (48. 40, ContinuOus Paired-Associates. Verbal Composite. Washington
24 in 3 expts., with secondary task.pp. 41,46 6 Pre-Colloge Inventory. pp. 40-41
Male + Female Digit Span.p. 45 6
is Expts. 1,2; Three-Term Series Problems.
Female in Expt. pp. 65 if. 8
3): U Washing- Sentence Verification, pp. 66 ff. 4
ton undergrads.
HI/Lo groups on
WPC

Love (1977) N = 61 students Continuous Paired-Associates, Course Examinations, p. 9
in computer Programing Content. pp. 17-18 6 Computer Programing
science Digit Span, pp. 18-19 6 Performance. p. 9
courses (U. Perceptual Speed, p. 19 4 Subjective Reports. p. 16
Washington) Fre," Recall Learning. pp.19-20 6

Lunneborg (1977, N = 64 high-sch. Motor Reaction Time. p. 311 2 Verbal Comprehension, p. 311
Study 1) age (33 males. Choice Time, p. 311 2 Numerical Ability, p. 311

31 females) Stroop Difference, p. 311 5 Space Visualization, p. 311
Search Task, p. 311 4 Numerical Reasoning, p. 311
Digit Span, p. 311 6 Verbal Reasoning. p. 311
Dichotic Category, p. 312 6 Clerical Number, p. 311

Semantic Clustering, p. 312 6 Clerical Nam. p. 311
Hidden Figures. p. 311

Lunneborg (1977, N = 63 (27 man, Binary Choice Reaction Time.p. 319 2 Measures G composites. p. 317:
Study 2) 36 women). Delayed Auditory Feedback.p. 320 5 Vocabulary

Ist year at Raven Response Times, p. 320 8 Gratar
U. Washington Verbal Problem Solving, p. 320 6 Quantitative

Space I
Space II
Inference
Evaluation of Arguments
Letter Search
Number Checking
Code Trastation

Lunneborg (1977. N = 64 high Binary Choice Reaction Tim p.324 2 EAS Verbal Comprehension. p. 324

Study 3) school stu- EAS Numerical Ability
dents EAS Numerical Reasoning

EAS Verbal Reasoning
EAS Symbolic Reasoning
Advanced Progressive Matrices (Set II)
Nase Tracing
Hidden Figures

Two Dimensional Spatial Reletions(CAT)
Three Dimensional Spatial Relations

(CUAT)
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TABLE I (Continued)

Study Sample Laboratory tasks Paradigm Correlative measures

Lunneborg (1978) N = 63 (36 women. Visual Temporal Order Judgment. Vocabulary. p. 154
27 men). fresh- p. 155 3 Raven's Advanced Progressove
men, U. Washing- Dichotic Listening Task, p. 155 3 Matrices, p.154
ton. represts- Delayed Auditory Feedback. p. 156 5 MAIS Verbal. Performance. Full Scale
tire of joint R/L Conversion Reading Task. p. 156 5 IQs (pp. 154-155)
distribution of Raven Time (probs. 8 & 9).p. 156 8

WPC Ver Fact Retrieval, p. 157 6
Queantit at ive .

MacLeod. Hunt, & N = 70 undergrads. Sentence-picture comprehension 4 Form A, Nelson-Denny Reading Test

Mathews (1978) U. Washington - Comprehension Level
WKC (Washington Pro-College Test):

Verbal Composite
Spatial Composite
(all pp. 495-496)

Malmi. Under- N = 97 college Free Recall series. FRI,FR3. FRS 6 - - -

wood & Carroll students Serial Learning. SLI. SL3, SLS 6
(1979) (Northwestern Paired Associate. PAl, PA3, PAS.

Univ.) PA-12St, PA-4St, PA-2St 6

Martin (L978) N = 44 (38, 16 Digit Span. p. 195 6
in 2 expts.). Order recall. p. 195 6
Oxford Subject Immediate Free Recall, p. 195 6
Pool. 18-30 yrs. Delayed Free Recall. pp. 195-1% 6
of age

Paivio (1978) N = 84 (48, 36 Pleasantness comparisons,
in 2 expts.). pictures and nouns. p. 201 4 Space Relations (Form A) of
introd. Monetary value comparisons. Differential Aptitudes Test
psychology pictures and nouns, p. 204 4 Minnesota Paper Form Board
students (shortened version)

Block Visualization
Associatlve Fluency Test
(all. p. 201)

Platnick C N = 140 introd. Word Recognition Threshold. p. 136 1 SAT-V, SAT-M
Richards (1977) Psychol. ETS Kit Tests for

students, U. Word Fluency
Virginia Memory Span

Perceptual Speed
Speed of Closure

Richards & N = 80 introd. Word Recognition Threshold I SAT-V
Platnick (1974) psychology

students, IJ.
Virginia
(extreme gpe.
on SAT-V)

Robertson-Tchabo N = 9 healthy Single-trial immediate free - - -

C Arenberg (1976) educated men. recall, p. 77 6
age 20-80 Delayed Free Recall, p. 77 6

Yes-No Delayed Recognition, p.78 4
Forward Digit Span, p. 

78  
6

Dichotic Digit Pairs, p. 78 1
Vigilance Reaction Tasks, pp. 76-79 2

Rose (1974) N = 100, mostly Stroop Task, pp. 24-25 5 - - -

undergred. Continuous Paired-Associate
students, U. Memory. pp. 25-27 6
Michigan (45 "Critical" Tracking Task. pp. 27-29 2
male. 45 female) Fltts' Tapping Task. pp. 29-30 2

Speed-Accuracy Reaction time,
pp. 30-32 2

Word-Recognition Threshold.pp.32-33 I
Neisser Letter-Search. pp. 33-34 4
Grammatical Reasoning (A-B),

pp. 34-36 4
Rotated Letters, pp. 36-38 4
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TABLE I (Continued)

Study Sample Laboratory tasks Paradigm Correlative measures

Rose & Fernandes N = 54 female Posner Task. pp. 19b-20 4 - - -
(t,977 & alt students, Meyer Task. pp. 20-22 3

Georgetown U. Chron Taske pp. 22-23 3
Sternberg Task. p23-24 4
Juol& Took. pp. 24-26 4
Clark& Chose Task, pp. 26-27 4
Collins & Quillian Task. pp. 27-29 3
Shepard G Teghtsoonten Task,

pp. 29-30 4

Snow. Earshalek N = 25 subjects [See tasks listed for ETS Kit: Identical Pictures
& Lohman (1976) from study Chiang G Atkinson, 1976] Hidden Figures

by Chiang & Card Rotations
Atkinson (1976) Paper Folding

(q.v.) Surface Development
Group Embedded Figures
Matching Familiar Figures
Raven Progressive Matrices
Camuflaged Words
Word Transformations
Film Tests: STVN I

STVM III
Film Memory III
Sequential Words
Successive Perception III

Sternberg, R. N 16 (introd. People Piece Analogy Expt.. Reasoning composite
(1977) psychology pp. 173 ff. 7 Perceptual Speed composite

students, Verbal Analogy Expt., pp. 222 ff. 7 Spatial Visualization Tests
Stanford U.. Geometric Analogy Expt., Vocabulary

Hi-L classi- pp. 255 ff. 7 Lorge-Thoradike Analogies
fications on (See pp. 175. 256)
Reasoning &
Perceptual Speed)

Thomas. Fozard. N = 60 males, in Naming Pictures, p. 502 5 Verbal IQ (Ammons & Ammons. 1%2)
& Waugh (1977) 5 age groups, Naming Matching/Non-Matching

25-74 yrs., Pictures, p. 504 5
volunteers in
Aging Study

Underwood. Boruch, N = 200 students Free Recall series. pp. 399-401 6 SAT-V, SAT-M
& Malmi (1978) at Northwestern Paired-Associate series, Vocabulary

U.. not psychol. pp, 401-402 6 Spelling

majors, not Serial Learning series,
taking introd. p. 402 6
psychology Verbal Discrimination series.

pp. 402-403 6
Running Recognition, p. 403 4
Situational Frequency, p. 404 4
List Differentiation, p. 404 6
Memory Span series, p. 405 6

Interference Susceptibility.
p. 405 6

Simultaneous Tasks. p. 400 6 C 4
Background Frequency. p. 407 4

Whitely (1977) N = 71 h.s. Short-term Retention, p.468 6 Lorgo-Thoredike Intelligence Test
seniors Relt-onshp Eduction, p. 468 6 Differential Aptitude Test

Relationship Evaluation, p. 468 7 (See p. 467)
Relationship Choice. p. 469 7

Response Decision/Execution.
p. 46

9  
4

Choice Reaction, p. 470 2
Relationship Study C Analogy
Completion After Study. p. 470 7

Wingfield (0968) N - 28 univ. Visual Duration Threshold, - - -
undergreds. Pictures, p. 227 1
C grads. Picture Naming, p. 227 5

(16, 12 in 2 Name-Picture Matching, p. 230 4
expts.) Picture-Picturt Matching, p. 230 4
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It is noteworthy that tasks in some of the paradigms received little attention, while

other kinds of tasks have been much more often studied. For example, the lexical deci-

sion task (classified in Paradigm 3) has received very little study from an ID stand-

point, while Posner and Sternberg tasks (classified under Paradigm 4) have appeared

very often in the studies.

The list of studies surveyed includes a few that present little or no information

about IDs, but that illustrate certain aspects of experimental design or task perfor-

mance that need to be discussed. It is believed, in any case, that the list includes

all or most of the more important studies of IDs in ECTs that appeared up to about the

middle of the year 1979 and that include data on "adult" (high-school level and above)

performances. (Developmental studies involving only younger children have been excluded

from consideration here.)

Factor-Analytic Studies of ECT Data

In attempting to analyze the information contained in the studies listed in Table

1, it early became evident that it would be highly desirable to have available informa-

tion on the dimensions of IDs in ECTs that might be disclosed by factor-analytic pro-

cedures. Some of the studies listed include factor analyses of their data; others

present correlational data that can be regarded as reasonable to subject to factor

analysis. Most of the factor analyses included in the studies were suspect or deficient

in one or more respects. Among the more frequent deficiencies were the following:

--There was little deliberate attempt to design sets of variables that could

reasonably be expected to produce clear simple structure and/or test hypotheses

about factors.

--The variables included in the factor analysis exhibited too much overlap and

experimental dependence on each other.

--The analysis used only principal component techniques (analysis of total vari-

ance), where a principal factor procedure (analysis of only common factor vari-

ance) would have been preferable.

--The data were either under- or over-factorized, in that there was slavish
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dependence on the Guttman-Kaiser rule that the number of factors analyzed be

taken as equal to the number of eigenvalues in a principal component solution

that are equal to or greater than unity.

--The factors were rotated, if at all, only orthogonally, usually by Kaiser's

(1958) Varimax procedure, whereas the structure of the data may have suggested

that the results could be clarified by the use of oblique rotations.

Given the nature of the data available, it was decided to analyze or re-analyze them,

wherever possible, by a uniform set of factor-analytic procedures. These analyses

generally started, wherever possible, from published correlation matrices, otherwise

from published orthogonal factor matrices.

Following is a summary of the assumptions made and the procedures used to perform

the analyses or reanalyses of data:

1. It had to be assumed that the published correlation or factor matrices

were accurate (at least to the two decimal places generally used in the starting

matrices).

2. Where the analysis started with a correlation matrix, it was frequently

necessary to eliminate some variables because of excessive overlap and experimental

dependence. In general, "raw" variables were preferred over derived variables such

as differences. Even so, some experimental dependence was accepted, e.g., in cases

where both intercept and slope variables were available but were not highly

correlated.

3. As far as was feasible on the basis of information given, all variables

were studied in their "positive" orientation; that is, correlations or sets of

factor loadings for a variable were sign-reflected in such a way that a positive

correlation would indicate that superior performance in one variable (relatively

more correct performance, faster performance, etc.) was associated with superior

performance in the other. This was done in order to assess the degree to which

positive manifold (Thurstone, 1947, pp. 341 ff.) was attained in the analysis.

(Generally, it was well attained.)
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4. Correlation matrices were subjected to principal component analysis to

determine the number of elgenvalues (a) equal to or greater than one, followed

usually by several principal factor (or "principal axis") analyses with different

numbers of factors (n ± about 2) assumed for determining communalities iteratively.

(Generally, the "PA2" procedure incorporated in the SPSS factor analysis program

was used for this purpose; see Nie, Hull, Jenkins, Steinbrenner, & Bent, 1975.)

The final number of factors accepted for further analysis could be less than,

equal to, or greater than the number of greater-than-unity elgenvalues in the prin-

cipal component analysis, depending on various considerations (the communalities

attained, the completeness with which the apparent common factor variance was

accounted for, the structure attained in pilot graphical rotations of the data,

etc.).

5. On acceptance of a particular number of factors, the resulting Varimax

matrix was subjected to graphical, oblique rotations to define the "bounding

hyperplanes" (Thurstone, 1947) of the factors as tightly as possible, giving pre-

ference, however, to rotations that would tend toward orthogonality of factors.

These rotations were generally made "blindly," i.e. without reference to the nature

of the variables. From a computational point of view, the rotations generally

manipulated transformations of the original unrotated factor matrix so that assess-

ments could be made of how the original factor variance was allocated by the rota-

tions. Usually, the graphical rotations served merely to confirm the general

pattern established by the Varimax procedure, but produced factor intercorrelations

departing somewhat from zero (usually in a positive direction) and exhibited

clearer and more convincing simple structure. In some cases, however, the graphi-

cal rotations dictated a fairly radical departure from the Varimax solution, espe-

cially when the Varimax pattern established a factor containing a number of

variables that from the graphical rotations appeared to be factorially complex.

(The writer places more trust in graphical procedures than in any of the analytical

oblique procedures, including his own "oblimin" procedure.)
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6. In some cases where reports included dat3 on performance on two or three

different occasions ("Day 1, Day 2," etc.; see Allen, Rose, & Kramer, 1978; Rose,

1974; Rose & Fernandes, 1977), a "Procrustean" reanalysis was made by averaging the

results of the separate graphical solutions and using that average as a "target"

for rotating the data from the several occasions. The Procrustes solutions were

done by Tucker's "semi-analytical" rotation procedure (Tucker, 1944). (In general

the separate graphical solutions for different occasions were remarkably similar

even before Procrustean rotation further increased the similarity.)

7. The final results of each factor solution were organized into tables

arranged according to the factors and the variables on which they had their highest

loadings. These tables, which also show transformation matrices and factor inter-

correlations for the oblique solutions, are given in Appendix A.

8. The factors from the different data sets were interpreted, classified,

and cross-identified; the results of this cross-identification are discussed

below and are utilized in the survey of IDs in ECTs given in this chapter.

We must admit to some misgivings about the factor analyses done here because they

are in most cases done on very limited and defective data--with small sample sizes and

small numbers of variables that are poorly selected from the standpoint of factor-

analytic design. Further, time has not permitted the extensive use of some of the more

advanced types of factor analysis, whereby certain problems arising in the present

analyses, such as excessively high communalities, might have been avoided. Nevertheless,

some consistent and meaningful patterns of findings emerge and if the reader is fully

mindful of the limitations of the data the results may still suggest certain tentative

conclusions about dimensions of IDs in ECTs.

Table 2 gives a list of the studies and data sets that were employed in studying

the factor-analytic structure of IDs in ECTs; it gives details of data sources, pro-

cedures, problems encountered, and the like. Each study has been given a code-name

that will be used in the discussion below, and all rotated factors are given arbitrary

designations with capital letters of the alphabet (A, B, C, etc.). The detailed
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Number of Numbier of
Code Stud% and Variables PC~ Figeavalues
Namie Source of Dlata tal It, kcI 0d1 Type of 'nalysis: Remarks

ALRK Allen. Hose. '7 Kramer PF analIy sis of selected variables in publishedR
t1107111 Iay 1: 50 14 5 o matrix: oblique graphical rotation followed b) a

llas 2. 5 14 i. o Procrustean rotation over Da) I 7 Day 2: some
Table o,. p,. o3 sarillben were averages over Day I and tiny 2 but

inserted in respect ive (Jay I and liaY 2 matrices

IWR( Berger (1077):
Tables 6, Z 7. pp. 701-71 NA 0) 2 3 C'F analysis of variables essetahled fron hr tables

of corielations; oblique graphical rotation

CHAT Chiang C Atkinson (lo10i0 I8 (I 4 4 VC analy, sis of published N matrix: PF not possible
Table .1. p. oi.

7  
because t, singular. not iterable

C1(0( (or% . Iimland. 'm (less*n 2t, 2 D 7 8 [IF anslssis of H matrix supplied: oblique graphical
1 1477) TatlIe 3. p. 11) rotations

FC.i\ .9on k107(11) Ta)' le 3 13 13 3? 3 Ml ique graphical rot at Ion of poll I shed IV. (arinax

Fl t( Fer nondes Z7 Rose k1078 1
Ona, I Table Ill p.ii 30 11 2iF analysis of selected varialles; oblique iraphical
la. 2: Table "It. p. 401 to p I rotations
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I
Table 2 (Continued)

Number of Number of
Code Study and Variables PC Eigenvalues
Name Source of Data (a) (b) (c) (d) Type of Analysis; Remarks

ROSE Rose (1974)
Day 1: Table 5A. p. 62 18 13 6 5 PF reanalysis of selected variables in published R
Day 2: Table 58, p. 63 18 13 5 5 matrix; oblique graphical rotations followed by
Day 3: Table 5C. p. 64 18 13 5 5 Procrustean rotations over Day 1. Day 2. Day 3

ROFE Rose & Fernandes (1977)
Day I: Table llAp. 70 40 25 7 7 PF analysis of selected variables in published R
Day 2: Table llB.p. 71 40 25 7 7 matrix; oblique graphical rotations followed by

Procrustean rotations over Day 1. Day 2

SNUL Snow, Marshalek. & 24 14 6 6 PF analysis of selected variables in published R
Lohman (1976) Table matrix; oblique graphical & Procrustean rcttions
7. p. 18

UNBM Underwood, Boruch, G 22 22 5 5 Oblique graphical rotations of published maximum
Malmi (1976) Table likelihood and Varimax solution; also a Schmid-
4. p. 412 Leimn orthogonalisation with a general memory factor

WHIA Whitely (1977) 9 NA 3 3 Published PF & Varimax solution
Table 2, p. 471

WHIR Whitely (1977) 6 NA 2 2 Published PF G Varimax solution
Table 3. p. 472

*Key: Abbreviations used: R : Correlation (Matrix)
F.A. Factor Analysis

PC : Principal Component (analysis of total variance)
PF Principal Factor (Iteration for Comunalities)
NA : Not applicable

Column headings: (a) : Number of variables available in data source
(b) : Number of variables used in analysis or reanalysis
(c) : Number of PC Eigenvalues greater then unity
(d): Number of factors used in analysis or rotation
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results, as already noted, are shown in tables in Appendix A. In classifying the factors

found, the paradigms and processes described in the previous chapter are used as a guide.

The Use of Factor Analysis in Studying Cognitive Processes

The present writer (Carroll, 1978a),like others (e.g., Sternberg, 1977, pp. 29-34),

has raised questions about the utility of factor analysis and other correlational

methods in studying cognitive processes. Aside from the methodological difficulties

inherent in factor analysis (indeterminacy, etc.), which must be assumed to have been

solved as well as feasible and possible in the factor analyses that are presented here,

there is a problem of circularity, stemming from the temptation to assume that simply

because one identifies a factor, one has also identified a cognitive process. Variance

that generates factors can arise from sources other than processes; for example, it can

reflect the fact that two kinds of performances have been learned or practiced together.

Nevertheless, the finding that the individual differences on two tasks do not correlate,

and appear on different factors, would seem to indicate that the two tasks may involve

processes that are somewhat different, if not entirely so. For if the processes were

the same, one would expect that variables affected by these processes would appear on

the same underlying factor. Inferring that two uncorrelated tasks indicate different

processes is more convincing, if the content and stimulus modalities of the two tasks

appear not to be different. Factor analysis, therefore, should aid in the classifica-

tion of processes. This consideration will be appealed to in interpreting the data

from our factor analysis work.

Factors of IDs in ECTs

Factors in Task Variables Obtained under Paradigm 1 (Perceptual Apprehension)

Tasks of this type were rather infrequently studied in the available reports, and

only two factors can be clearly identified. The first of these appears to be associated

with the perceptual apprehension process APSTIM, while the other appears to be associ-

ated with the perceptual integration process CLOZR.
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The Visual Threshold factor. This is factor JAMB-D from our analysis of Jackson

and McClelland's (1979, p. 167) Table 5. (Hereafter, the reader is enjoined to refer

to Table 2 for this type of detail.) It arises from the correlation of .37 between

two variables, Single letter threshold and Peripheral letter span, which had loadings

of .64 and .46, respectively, on this factor. It appears to represent the amount of

stimulus information (with respect to duration of exposure) needed by an individual to

identify an alphabetic character. Jackson and McClelland (p. 170) regard these vari-

ables as measures of "visual sensory processes" that show no relation to reading

ability.

One would have expected measures of word recognition threshold to load on this fac-

tor, but Jackson and McClelland did not include such measures in their study. Also, if

Frederiksen (1978) had separately analyzed the RTs in his Bigram Identification and

Letter Matching tasks, they might have constituted a further Visual Threshold factor.

Rose (1974) included a Word Recognition task in his study, but since there was no other

task that would tap a visual threshold factor, it did not appear on any such factor.

Instead, it appeared (consistently over Days 1, 2, and 3) with weak negative loadings

on a factor ROSE-B that (below, p. 90) we interpret (very tentatively) as a Fine Motor

Hand Control factor.

The Perceptual Closure factor. A Speed of Closure factor has been amply documented

from analyses of psychometric tests (see Ekstrom, French, & Harman, 1979, pp. 11-13).

In the studies analyzed here, it appears exclusively in psychometric tests, most notably

in factor CORB-E, which has loadings on the (mainly) group paper-and-pencil tests

Gestalt Completion, Concealed Words, Hidden Patterns, and Drift Direction. One may

assume that the common element in these tests is the speed with which the subject can

perceptually integrate a stimulus in order to identify it or make a judgment about it.

It would be desirable, however, to subject these tasks to detailed and controlled

laboratory studies.

Two factors arising in the study by Snow, Marshalek, and Lohman (1976) may be of

relevance here: factors SNML-E and SNML-F. Factor SNML-E has its highest loading on
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a factor composite that the authors themselves identify as "perceptual integration" but

loadings also occur on a factor composite identified as "short-term visual memory" and

on rate of completing the Raven Matrix test. The status of factor SNML-F is very un-

clear, since it has a high loading only on a composite, "F3," that arises from negative

correlations of their tests Identical Pictures with Successive Perception III and

Sequential Words (p. 13). Because of the small sample size (N= 24), the evidence

probably does not merit much attention.

Factors in Task Variables Obtained under Paradigm 2 (Reaction and Movement Time)

Tentatively, five factors in the domain defined by Paradigm 2 are posited. All

have to do with speed or control of movements made by subjects in reaction time tasks.

Since no study included measurements of all of them, one cannot tell whether further

study would result in any coalescing of these factors. Several of them, however, appear

to be distinct because of their joint occurrence in certain studies: JENS-A vs. JENS-C;

ROSE-B vs. ROSE-C; and ROBA-A vs. ROBA-B (a particularly interesting case because the

study spreads out several variables between two factors).

Hand movement speed, not under stimulus control. Reasonably clear in its interpre-

tation is factor JENS-C, with high loadings on variance of movement time (experimentally

independent of decision time), simple RT, and mean movement time, in a reaction time

task designed to investigate decision and movement times separately as a function of

number of bits of information processing (i.e., as a function of the number of alterna-

tives in a choice reaction). The factor is orthogonal to JENS-A, which is interpreted

as speed of complex information processing (see p. 91 below). Factor JENS-C is charac-

terized as being "not under stimulus control" because the movements involved can occur

after decisions that respond to stimuli, and even quite independently of responses to

stimuli as a function of the individual's drive, set, or "personal tempo." Possibly

similar to JENS-C is WHIA-B, with loadings on measures of response execution and con-

trol times that are taken regardless of accuracy; in effect, the subject was given the

answers to problems and asked to mark those answers so that the time for response
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execution could be observed.

Fine motor hand control. Factor ROSE-B is tentatively interpreted as fine motor

control because of the consistent loadings (over 3 days) of the slope function derived

from a "tapping" task inspired by the work of Fitts (1954). In Rose's version, the

subject is required to move the hand rapidly from left to right to make pencil marks in

increasingly smaller circles. The slope function is a measure of how well the subject

can control these movements as the circles become smaller. Mean performance on a

"letter search" task also has loadings on the factor, but this is possibly because that

task also requires fine movement control in handling a pencil to make the responses. A

"control" tapping (pencil-marking) task measuring mere speed of movement does not con-

sistently load on the factor, a result that seems to indicate that fine motor control

of directed hand movements is critical in defining the factor.

Simple reaction time. The clearest example of this factor is found as factor

ROBA-A, identified as reaction time to simple events. It has its highest loadings on

measures of reaction time to the onset of a single event (the occurrence of a zero) in

an auditory vigilance task in which a series of numbers is heard. The loadings decrease

as the task becomes more complex, i.e., with the subject being required to make "choice"

reactions to any of a specified set of digits, or to the occurrence of any even or odd

digit. A simple reaction time measure also loads on factor ROSE-C, but is accompanied

by loadings on a "critical tracking" task that might call fast reaction time into play,

and on mean performance on a Rotated Letters task. This may also be the same factor as

LANA-A, Probe RT during another task (Continuous Paired Associate Learning), although

in this case the RT under a control condition--most similar to other simple reaction

time tasks--has a lower loading than when the probe comes during an "easy" or a "hard"

recall condition during the Continuous Paired Associate task. It may also be identical

to the Hand movement speed factor JENS-C mentioned above.

Reaction time to complex sequential events. This is represented by factor ROBA-B,

which turned up in our reanalysis of Robertson-Tchabo and Arenberg's (1976) data (it
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I
was not identified in their factor analysis because of underfactoring). The loadings

on this factor increase as the task becomes more complex: The highest loading is for

the reaction time to any contiguous even (or odd) digit as a series of digits is heard

at the rate of one per second; correspondingly, the loadings on ROBA-A decrease.

Whether the vigilance and auditory aspects of the stimulus series are critical in this

factor cannot be assessed from Robertson-Tchabo and Arenberg's data because they did

not include in their study more conventional procedures of conducting RT tasks.

Slope of Choice Reaction Time as a Function of Bits of Information. Closely simi-

lar to the previous factor is factor JENS-A, interpreted as speed of complex information

processing. Essentially, it has to do with the individual's aility to make a choice

reaction with relatively little influence of the added amount if information to be

processed when the number of choices increases. As we have mentioned earlier (p. 51),

this may reflect a greater degree of attentional span--the greater readiness or set to

respond to a large number of alternative stimuli. Jensen (1979) proposed that this

ability was related to a "g" factor of intelligence; in our analysis, however, the

relation is reflected only by the fact that the score on Raven's Progressive Matrix

test has a significant but relatively low loading on this factor. This may be due to

the fact that scores on the Raven test to some extent reflect speed of information

processing, independent of accuracy; the Raven score has a loading of .49 on factor

JENS-A but an almost equally high loading on JENS-B, to be described below (p. 116) as

measuring the more traditional type of intellectual accomplishment.

Jensen's data are particularly convincing because his experimental method care-

fully distinguished decision and movement times and because he systematically varied

the number of alternatives over 1, 2, 4, and 8 and computed a slope measure. Choice

RT factors, LUNA-A and LUNB-A, from Lunneborg's study (1977) were not derived from a

slope measure, the number of alternatives was only two, and decision and movement times

were confounded. It is therefore difficult to cross-identify those factors.

There being so many possible factors in this domain, it is difficult to identify
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any of them with a "cognitive" process; of the processes we have identified, one candi-

date seems to be the XECUTR or Response Execution process. If the factor Slope of the

CRT Function really represents an attentional process rather than a response process,

it may correspond to IDs in the process we have identified as ATSTIM, the Attention

process.

Factors Arising from Accuracy Measures Obtained Under Paradign 3 (Evaluation/Decision)

Factor ROBA-C may be identified as Accuracy of Complex Information Processing in

a Vigilance Task. This task, mentioned earlier as yielding two speed factors ROBA-A

and ROBA-B, was that in which the subject heard a series of digits and was asked to

make responses under several different instructional sets, some of them making rather

complex demands. Factor ROBA-C had loadings on measures of accuracy of response under

two of the Choice RT conditions: detecting sequences of contiguous even (or odd)

digits, and detecting sequences of even-odd (or odd-even) digits. The factor was rela-

tively independent of either of the speed factors (r = .29 with ROBA-A, .15 with

ROBA-B).

Possibly quite different from ROBA-C is LANB-C, identified as Accuracy in a

Sentence Verification Task, or perhaps in more general terms, Accuracy of Semantic

Information Processing. It had high loadings under three conditions, the "six-item"

condition, a control condition, and a "six-second" condition. The different conditions

referred to variations in a "dual task" in which the subject had not only to respond to

Clark and Chase (1972) sentence verification items but also remember a series of digits,

in a type of digit-span task. It is noteworthy that this accuracy factor was complete-

ly independent of the RT factor obtained in the same experimental task (mentioned

below, p. 102).

We also note the possibility that factor WHIB-A, having to do with the correctness

of analogy evaluations, may be appropriately classified here, in that it involves

comprehension of semantic relations.
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Factors Arising from Measures Obtained Under Paradigm 4 (Stimulus Matching/Comparison)

The data available for assessing the dimensionality of the IDs observed in this

domain are confusing--because of the somewhat conflicting evidence from different

studies--, and frustrating--because there are no studies that included the variety of

variables that would have been needed to resolve several important questions that may

be raised about the number of cross-identifiable factors in the domain and the

interpretation of those factors.

Perceptual Speed factors. Well established in the traditional psychometric

literature is a Perceptual Speed factor, found in a variety of tests or tasks requiring

the rapid comparison of visual patterns--whether in drawings of designs or in series of

digits, alphabetic characters, or printed words. However, as pointed out by Ekstrom,

French, and Harman (1979, pp. 29-31), the nature of this factor is "less clear than

was formerly thought"; there are possibly several types of perceptual speed factors.

Unfortunately, the data examined in the present survey contribute little to clarifying

our knowledge.

Two factors identified here have a strong resemblance to the traditional Percep-

tual Speed factor: CORB-C and HULL-B. CORB-C is loaded exclusively with variables of

a traditional type: a Clerical Test (.71) operationally used in Naval personnel

selection, an experimental but non-computerized test called Counting Numbers (.63),

and a computerized test called Comparing Figures (.3g). All these tests presumably

place a premium on speed in making rapid comparisons of visual details, or in scanning

series of stimuli to locate specified targets, although they are generally scored for

accuracy as well. (In addition, there is a loading of .32 for Youth, indi-

cating that older subjects are less rapid and/or accurate.) HULL-B has loadings for

two traditional clerical speed tests: Clerical speed (names) (.68) and Clerical speed

(numbers) (.54). In addition, however, it has loadings on two ECT variables: Name

minus physical match time (.61) and Color-name minus Asterisk reading time (.61). The

first of these variables is derived from the Posner task, which involves rapid
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comparison of alphabetic characters; it is a difference score that, according to Hunt's

(1978) formulation, indicates the added amount of processing required to retrieve the

name of an alphabetic character as opposed to simply recognizing its physical shape.

This result is congruent with the notion that Perceptual Speed requires retrieving the

names of stimuli such as alphabetic characters or printed digits, although actually

the usual perceptual speed test requires only physical shape comparisons. The Color

name minus Asterisk reading time is also a difference variable, derived from the Stroop

task, that measures the amount of difficulty the individual encounters in reading the

names of colors when they are printed in a color other than the name itself. The task

does not directly involve comparisons, except possibly in some covert way. The ac-

ceptance of this datum is somewhat questionable, however, because of methodological

problems in the use of difference variables in factor analysis (Carroll, 1978a).

Possibly to be considered in connection with a Perceptual Speed factor are two

factors arising from experimental tasks that are similar to those employed in tradi-

tional Perceptual Speed tests: The first of these is ALRK-C, with high loadings, on

each of two days, on the intercept and the slope of a function derived from a so-

called Scan and Search task in which the subject searches a list of letters for short-

term-memorized target letters (1, 2, or 4 letters). The intercept measures,

presumably, the subject's reaction time apart from the size of the memory set, while

the slope measures the added processing time per letter in the target set. (This is

reminiscent of the Slope of Choice Reaction Time factor mentioned earlier, p. 91.)

The common factor variance here, however, may be artifactual because of the experi-

mental dependence of the slope and intercept variables. The second factor to be

considered is JAMB-C, highly similar to ALRK-C in that it has loadings on mean reaction

time (.74) and "slope' (.90) for a Multiple Letter Display task in which the subject

searches for a previously presented target letter in a search set of 2, 4, or 6 letters.

The study (Jackson & McClelland, 1979) also yielded a factor (JAMB-A) with loadings on

a variety of Posner-type tasks; the Multiple Letter Display RT loaded .48 on this, but

the Slope did not (.00). The study included no psychometric tests designed to measure
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Perceptual Speed, and therefore gives no evidence as to the status of factors JAMB-C

or JAMB-A relative to the conventional Perceptual Speed factor. JAMB-C may be a

highly specific factor associated with the experimental dependence of the two measures

on which it has loadings, but it may also represent "access to overlearned memory

codes for visually presented letters" (Jackson & McClelland, 1979, p. 151).

Spatial Speed; Spatial Accuracy. Next to consider are two factors arising from

Egan's (1978) factor analyses of speed and accuracy measures of performance on spatial

ability tasks. One of these factors is EGAN-B, with high loadings on latency measure-

ments for three experimental versions of spatial ability tests: a block rotation test

(.87), a version of the Guilford-Zimmerman Visualization test (.84), and a Spatial

Apperception test (.67). These latency measures were based exclusively on correct

responses. We interpret it as a Spatial Speed factor. EGAN-A was a factor that had

high loadings on a variety of accuracy scores from spatial ability tests; its correla-

tion with factor EGAN-B was essentially zero. The regular score from the Guilford-

Zimmerman Perceptual Speed test loaded on both of these factors: .30 on EGAN-A and

.42 on EGAN-B. We interpret it as a Spatial Accuracy factor. This result suggests,

at least, that speed and accuracy in the spatial ability domain are independent (at

least in the sample studied by Egan, which was selected for relatively high spatial

ability), and that an ordinary time-limit, number-correct score on a spatial ability

test measures both speed and accuracy, as one might expect. Since Egan's study was

for the most part limited to spatial ability tests and did not include any Posner-type

or Neisser-type tasks, we cannot draw any conclusions from it as to the relation of

factors EGAN-A or EGAN-B to factors derived from those types of tasks, a matter to

which we will shortly turn. Before doing so, however, we would point out that the

kinds of visual comparisons involved in Egan's spatial tasks are much more complex and

demanding than those involved in Posner- or Neisser-type tasks; they generally require

attention to details of visual patterns, and mental rotation of spatial configurations.

On the other hand, the Guilford-Zimmerman Perceptual Speed test, which has apparently

significant loadings on both EGAN-A and EGAN-B, does not require mental rotations, but
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only the matching of drawings; further work needs to be done to explore the possible

differentiation of "pure" perceptual speed tasks from "pure" spatial tasks.

Factors involved in Posner-, Neisser-, and Sternberg-type tasks. In Chapter 2,

we classified all three of these types of tasks under Paradigm 4, even though some of

them make more demands on short-term memory than others, because they all require

comparisons of external or internal stimuli. The factor-analytic data we have examined

yield considerable evidence for such a classification, and thus for the inference that

we are dealing here with measures of what we have called the TSTSIM process.

Reviewing this evidence, we tentatively conclude, however, that there are two

major factors involved in these tasks, at least in the Neisser- and Sternberg-type

tasks. (The Neisser-type task is one that typically involves visual search for one or

more targets; the Sternberg-type task typically involves search of short-term memory

for a single target, but sometimes for more than one target. Thus, the major differ-

ence between these tasks consists in whether the set of stimuli in which search occurs

is physically present, as in the Neisser-type task, or present only in memory, as in

the Sternberg-type tasks. The Posner-type task involves only comparison; it involves

no "scanning" of either a visual or a memory search set.)

The first factor we consider to be involved in these tasks is essentially a Speed

of Mental Comparison factor. In general, it is loaded with reaction time measures

from the several variants of the Posner task, and with the intercept measure from

Neisser- and Sternberg-type tasks. The intercept measure is in effect a "pure" speed

of comparison measure that controls for the amount of information to be processed--the

latter being measured by the slope variable. Five more or less clear instances of the

Speed of Mental Comparison factor were disclosed in our survey of factor-analytic

results. Each of these will be discussed.

Factor CHAT-A has extremely high loadings (.98) for the intercept measures from

Visual Search (Neisser-type) and Memory Search (Sternberg-type) tasks, reflecting the

correlation of .968 between these measures (N = 30, p < .01); correlations with slope

measures were reported as non-significant, although in fact the Memory Search Intercept
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correlated .427 with Visual Search Slope. Unfortunately, the intercept measures con-

tained elements of stimulus encoding, binary decision, and response execution. The

study (Chiang & Atkinson, 1976) did not include any measures of simple or choice reac-

tion time, and the experimental procedures failed to separate decision and movement

time. (There were similar failures in most of the other studies to be mentioned here.)

Factor SNML-C, based on the same data as CHAT-A, may be similarly interpreted.

Factor JAMB-A had loadings on five variants of a Posner-type task: Physical

Letter Match (.94), Simple Pattern RT (.93), Name-letter Match (.85), Synonym Match

(.79), and Homonym Match (.62). (The last three of these had small but possibly mean-

ingful loadings on JAMB-C, described above, p. 94, possibly reflecting the orthographic

and lexicosemantic aspects of these variants--even though factor JAMB-C was not inter-

preted in these terms.) Jackson and McClelland (1979) regard these 'ariables as indi-

cating speed of accessing overlearned memory codes for visually presented letters.

Factor ROFE-A had loadings on four variables from Posner-type tasks:

Dayl Day2

RT--Physical Match, Same .43 .60

RT--"Different" (Physical & Name Match combined) .32 .57

RT--Rule (Vowel/Consonant Category) Match .33 .53

RT--Name Match, Same .31 .39

as well as consistently significant loadings on three intercept variables:

Day1 Day 2

Sternberg Intercept, Positive .75 .81

Sternberg Intercept, Negative .55 .54

Collins & Quillian, Superset Intercept .47 .55

This study included no measures of "pure" simple or choice reaction time factors and

it is thus impossible to say whether this factor would fall together with any such

factors.

Factor ALRK-A is slightly less clear. Its "significant" loadings were as

follows:
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Day 1 Day 2

Posner Physical Match RT .78 .87

Set Membership Intercept (Set Membership is .78 .76
essentially a Sternberg-type task)

Letter Rotation-Slope .54 .25

Why the Letter Rotation Slope (rather than the Intercept) appeared on this factor is

unclear, but the results are not entirely consistent over the two days. The Intercept

and Slope of the Scan and Search task (a Neisser-type task) had weak and quite incon-

sistent loadings on the factor. The study (Allen, Rose, & Kramer, 1978) included no

measures of "pure" RT factors that would have permitted an assessment of the relation

of ALRK-A to such factors.

Finally, factor HULL-E may belong with the others mentioned here; it had loadings

on two intercept variables from the Sternberg task (Negative, -.59; Positive, -.56) and

the RT from the Posner physical match condition (-.56), but the loadings of two vari-

ables derived from the Sperling Iconic Memory task are even higher. Since the Sperling

task was used only in this study we can only speculate as to whether it captures some-

thing critical in this factor. The investigators state that this factor "appears to be

a measure of speed of immediate perception and, possibly motor reaction" (Hunt,

Lunneborg, & Lewis, 1975, p. 223).

We now mention four instances of factors that are loaded heavily with slope vari-

ables from either Sternberg- or Neisser-type tasks, or both. In every case, these

factors contrast with, and are essentially uncorrelated with, the intercept factors

that have just been mentioned.

CHAT-B has loadings of .97 and .87, respectively, for the slope variables derived

from Visual Search and Memory Search tasks. The correlation between these variables,

.832, was so high that Snow, Marshalek, and Lohman (1976), in their continued analysis

of Chiang and Atkinson's (1976) data, combined them into a single variable, "Average

Slope," which came out on their factor SNML-B along with SAT-Verbal and

SAT-Quantitative.

ROFE-C features high loadings on two Sternberg-task slopes: Positive (Day 1, .51;
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Day 2, .60) and Negative (Day 1, .72; Day 2, .58). Several other variables had some-

what inconsistent loadings on it, as follows:

DaylI Day 2

Juola Word, Slope Negative .26 .46

Clark "Negation" .39 -.02

Clark "Base" .22 .52

We cannot interpret these latter results. On both days, ROFE-C had rather high corre-

lations with Factor ROFE-A (the RT + Intercept factor): .46 and .47 respectively.

Factor HULL-C had "significant" loadings for slope variables from the Sternberg

task (Positive, .53; Negative, .49), but this factor had higher loadings on a variety

of other variables: Dichotic listening, category score (.73), a variable derived from

performance on the "Sunday + Tuesday" task (.62), and the Ear-category score from

Dichotic listening (.61), results that make this factor difficult to interpret beyond

the statement that it may have to do with short-term memory. Hunt, Lunneborg, and

Lewis suggest that "this factor is associated with the ability to access and scan

information in STM, without imposing the additional requirement that the data located

be subjected to a transformation" (1975, p. 223).

In two instances (factors ALRK-F and HULL-C), factors contained high loadings on

both slope and intercept of the Sternberg task (though with opposite signs if the raw

variables are considered). These factors may arise partly because of the specific

overlap variance associated with the experimental dependence of these variables, aid

partly because there was an insufficient amount of "tying down" of common factor vari-

ance in the studies in question to allow the slope and intercept variables to appear

on separate factors.

Frederiksen (1978) identified a factor, here called FRDB-A, that he regarded as

measuring Graphemic Encoding. Because the measures that loaded on it resemble measures

of slopes of visual and memory search, it is mentioned here as possibly relatable to

slope factors identified in other investigations. One is reminded that in the last

analysis all the measures of the visual/memory search task involve digit or alphabetic
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symbols, and it appears that subjects differ in their speed of accessing the codes for

these symbols.

Although some consistent patterning of results has been demonstrated, important

questions that demand further empirical research remain: What relation does the RT and

Intercept factor of the Posner-Sternberg-Neisser tasks have with "purer" factors of

simple or choice reaction time? What is measured by the Slope factor of these tasks,

and can it be measured by still other tasks? In what way are either of these factors

related to Perceptual Speed factors? Would either of them fall together with percep-

tual speed factors in a thoroughgoing and systematic study of the matter? Is the use

of digit and alphabetic symbols critical to the definition of these factors?

Until these questions are answered, it is probably pointless to speculate about

what cognitive processes are involved in these factors. We note again our recommenda-

tion that research utilize experimental procedures that will permit the separation of

decision and movement time factors in response execution, in this way possibly

producing better defined variables in further factorial studies.

Speed of Semantic Processing. The Rose and Fernandes (1977) study, whose correla-

tional matrices were reanalyzed in our survey, revealed several other factors that

probably are to be classified here--i.e., under factors arising from speed measures

obtained under Paradigm 4. The most prominent and general of these is factor ROFE-B,

which had "significant" loadings on a variety of cognitive task variables, as follows:

Day Day2

Baron Task: Sense-Nonsense RT .66 .82

Baron Task: Sense-Homophone RT .64 .75

Collins & Quillian: Property Intercept .53 .74

Baron Task: Homophone-Nonsense .47 .63

Juola Category, Slope, Positive .28 .63

Meyer "Word" .45 .46

Meyer "Non-Word" .29 .44

Collins & Quillian: Superset, Intercept .14 .32

Clark & Chase: "Base" .30 .31
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Before discussing the meaning of these results, it should be pointed out that the Day 2

results are much clearer than those of Day 1. Further, on Day 1, the correlation be-

tween factor ROFE-B and ROFE-A was .58, as compared to only .18 on Day 2. This might

indicate that on Day 1, performance on the above tasks was much more affected by a

speed factor that also was implicated in Posner and Sternberg tasks (i.e., the RT and

Intercept factor described above), whereas on Day 2 the subjects had acquired a famili-

arity with the task demands such that this speed factor was less involved. (In most of

the tasks, performance improved, on the average, from Day 1 to Day 2.)

Not all the tasks are strictly to be classified under Paradigm 4; in fact we

classify the Meyer, Baron, and Collins and Quillian tasks under Paradigm 3. The common

element, however, in all of the above tasks is the requirement that the stimuli be

evaluated or compared with respect to their orthographic or their semantic aspects.

The "Word" and "Non-Word" variables from the Meyer task are speeds of recognizing letter

strings as words or non-words in the English language. The variables from the Baron

task are speeds of recognizing printed sentences as "sense" or "nonsense" depending

upon certain instructional sets. The intercept variables from the Collins and Quillian

task are speeds of verifying sentences as "true" or "false," controlling for the amount

of presumed information processing associated with different "levels" of set and super-

set relationships. The Juola Category task required the subject to evaluate whether a

probe word was an exemplar of a word in a memory set that might consist of from one to

four words; the slope variable would be a measure of the added information processing

involved in handling each additional memory set word beyond one. (Why only the slope

for positive instances appeared in this factor is unclear; it must be noted, however,

that factors ROFE-D, ROFE-E, ROFE-F, and ROFE-G were specific factors that accounted

for most of the variance in the slope and intercept measures from the Juola Word and

Category tasks, and generally showed marked factor intercorrela ions with factor ROFE-B.

It would probably be profitable to reanalyze the data, omittin: one of each pair of

slope and intercept variables on the Juola tasks, but time has not permitted this to be

done.) The Clark and Chase "Base" time is (apparently--the report is unclear) a
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parameter describing the speed of the basic sentence-encoding operation involved in

this task.

Closely similar to factor ROFE-A is factor LANB-A, which has loadings on Clark and

Chase sentence verification RTs under three conditions, but also on RTs from a three-

term series task (and on the University of Washington verbal test).

Of possible relevance here is factor LUNB-B which was represented by two measures

of rate in performing the Raven Matrix test, but the Raven test does not involve

orthographic or semantic information processing.

Miscellaneous Factors in Variables Obtained Under Paradigm 5

(Naming/Reading/Association)

Few ECTs classifiable under Paradigm 5 were used in the 55 studies in the sample

examined here, and even fewer of them appeared in correlation matrices or factor

analysis batteries. We have therefore little to report in this category.

Word Retrieval Latency. No study examined used a picture-naming task. Undoubted-

ly, however, a picture-naming or word retrieval latency factor could be identified

through an appropriate design. Carroll (1976b)observed highly reliable individual dif-

ferences in such latencies, when control was exercised for word frequency and age-of-

acquisition of the picture's name (variables found to affect picture-naming latency).

He found correlations of .67 to .69 between scores on a psychometric test of picture-

naming and mean reciprocal latencies taken under experimental conditions; in multiple

regression analysis, only this psychometric variable had a significant regression

weight for predicting the experimentally obtained latencies; that is, a variety of

other psychometric tests (Hidden Figures, Thing Categories, Controlled Associations,

Gestalt Completion, and Advanced Vocabulary) contributed no significant predictive

variance beyond the Picture Naming test.

Perceptual Facilitation in Encoding Multiletter Arrays. Factor FRDB-B was inter-

preted by Frederiksen (1978) as a factor of Perceptual Facilitation in Encoding Multi-

letter Arrays. It had high loadings on Scanning Speed (rate of scanning a multiletter
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array, a variable derived from measures of rate of letter-naming of parts of such

arrays), Perceptual facilitation (a variable derived from RTs for dissimilar letters

vs. similar letters in a Posner Letter Matching task), and Bigram probability (a vari-

able derived from RTs for low probability vs. high probability bigrams in the letter-

naming task). It seems to reflect the individual's knowledge and experience with

grapheme-phoneme sound correspondences in English orthography, and as such may be

related to Baron and Strawson's (1976) contrast between "Phonecians" (people who use

orthographic rules in decoding words) and "Chinese" (people who make little use of such

rules).

Phoniemic Translation; Depth of Processing in Word Recognition. Two other factors

derived by Frederiksen (1978) from a model of the reading process deserve mention here:

Factor FRDB-C was called Phonemic Translation and was regarded as indicating speed and

efficiency in letter decoding in the "early" stages of word perception, being measured

by variables in which the length or complexity of letter strings affects speed of

response. Factor FRDB-E, interpreted as Depth of Processing in Word Recognition, has

to do with the extent to which a subject is able to use a "visual or whole-word recog-

nition strategy in recognizing common words" (p. 16), as opposed to a strategy in which

words are decoded "de novo," as it were. Various research evidence, not reviewed here

(see, e.g., Perfetti & Lesgold, 1979), suggests that both these factors reflect

education and experience in reading.

Control of Articulation. Factor LUNB-C was interpreted by Lunneborg (1977) as

reflecting "time to respond with more [than minimal] pressure on the system (delay of

auditory feedback, overcoming phonetic convention, searching LTM for learned facts)"

(p. 322). If it were not for the presence of the intercept of his "verbal problem

solvina task" on this factor, one might be inclined to interpret it simply as control

of articulation--i.e. reading speed under delayed auditory feedback and ability to

pronounce words substituting r's for l's and vice versa. The factor has some similarity,

from a logical point of view, to Frederiksen's FRDB-D, Automaticity of articulation,
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which was measured principally by a variable that reflected the amount by which a two-

syllable pseudoword slowed down a subject's pronunciation of it as opposed to a one-

syllable word.

Stroop Reading task. Factor ROSE-A reflects the specific variance in rate of per-

forming the Stroop task--whether under the Color-naming instructions or the Color-word

reading instructions. (The "Stroop difference," i.e. the difference between the

color-word naming and the color-naming scores, was not entered into the factor analysis

because of the overlap problem; in any case, it did not correlate significantly with

any other variable in Rose's study.) At the same time, the factor analysis disclosed

that the Stroop variables had consistent, though weak, loadings on another factor,

ROSE-D, which remains to be discussed (see p. 117 below). The Stroop variables there-

fore appear to be factorially complex. Nevertheless, at least for the types of adult

populations utilized in Rose's study, there seems to be no advantage in deriving a

difference variable. The story may be quite different in the case of children or other

groups whose reading skills may not have attained sufficient maturity to make reading

of the color words virtually automatic.

Factors Arising from Variables Obtained under Paradigm 6 (Episodic Memory Read-out)

The major sub-domains of factors obtained with tasks classifiable under Paradigm 6

are: Memory Span, Free Recall, Paired Associate Learning, and Verbal Discrimination,

but these domains appear to overlap to a considerable extent.

Memory Span factors. A number of instances of Memory Span factors were identified,

as might be expected from the fact that Memory Span (or "Span Memory") has been regarded

as a well-established factor in the psychometric literature, even though not completely

well understood (Ekstrom, French, & Haman, 1979, pp. 24-26). The data examined in our

survey of recent studies made some contribution to the understanding of Span Memory

abilities.

Factors CHAT-C, SNML-D, LANA-C, LANB-B, and UNMB-C, may all be regarded as

"standard" memory span factors. All had substantial or high loadings for immediate
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digit span or similar tasks, scored for number of items correctly recalled or for

threshold of failure to recall a set. Of some note is the fact that both CHAT-C and

LANA-C also had moderate loadings for a verbal aptitude composite. LANB-B had

slightly higher loadings for digit-recall tasks when they were conducted in conjunction

with another task (continuous paired-associate learning). In the case of UNMB-C, the

highest loading was obtained for a letter-recall task in which the letters had low

phonetic similarity; the loading for a letter-recall task with letters of high phonetic

similarity (e.g., B, C, D, G, E) was lower. This appears to indicate that phonetic

similarity only contributes unwanted error variance in a memory span task, and does not

contribute to the measurement of individual differences in memory span. The factors

contained both auditory and visual memory span tasks; as far as the measurement of

individual differences is concerned, it does not appear to make any difference whether

visual or auditory stimuli are used (Jensen, 1971).

Several factors were apparently not "pure" memory span factors, but are in any

case classified here: FERO-B had, on both Day 1 and Day 2, its highest loading on a

letter memory span task (with low-similarity letters), but at least on Day 2 it also

had high loadings for a running recognition task, a situational frequency task (remem-

bering which list a word had occurred in), and an "interference susceptibility" task

(a paired-associate task in which the pairings change over trials). (This factor is

somewhat similar to factor UNMB-D, described on p. 110 below.)

Factor HUFL-A had its highest loading for a measure of clustering in a blocked

free recall task, but loadings of .80 for a digit span task with stimuli given at the

rate of one every 6 seconds, and .62 for a digit span task with stimuli at the rate of

one per second (the more usual rate). It also had loadings of .54 for number correct

in a CVC free recall task, and .49 for the a-parameter of the Atkinson-Shiffrin

continuous paired-associate task, thought to measure the probability of an item

entering short-term memory.

Possibly factor HULL-D may be interpreted as a type of (delayed) memory span

factor; it had loadings on several variables derived from a Peterson-Peterson-type
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task which concerned the subject's ability to retain order information in letter se-

quences, presentation of which was followed by an interfering task. (Compare factor

BRGR-A below.)

Factor ALRK-B was a specific memory span factor that arose because of the (possibly

unwise) use of both the slope and the intercept variables in our factor analysis. These

variables, in their raw form, had an intercorrelation of -.81. Inspection of the corre-

lation matrix indicates that neither of these variables had any significant correlations

with any of the other variables in the matrix, except (very moderately) with certain

variables in a Mental Addition task that was supposed to tap aspects of short-term

memory.

A most interesting and relevant study in this domain was that of Berger (1977).

Data from her correlation matrices were assembled in order to make a factor analysis of

nine of the variables she used--seven of these being types of memory span tasks. The

eighth and ninth were scores on two tests regarded as measuring field independence,

Embedded Figures and the Rod and Frame test. The correlation between these tests was

.60. Berger's study was a follow-up to one by Jensen (1964), who had identified two

factors in the memory span tasks: a "Registration" factor measured principally by im-

mediate memory span tests and an "Interference" factor measured principally by delayed

digit span tests. In our analysis, three factors emerged, with the following loadings

on oblique factors:

BRGR-A A B C

3 Delayed Digit Span 2-9 .83 .20 -.06 .78
9 Embedded Figures Test .77 .17 -.09 .65
8 Rod and Frame Test .77 .00 -.03 .62
1 Long Digit Span .75 .25 -.04 .69
2 Retroactive Inhibition .72 .30 .06 .74
6 Delayed Digit Span 4-7 .66 .02 .41 .86

BRGR-B

7 Immediate Digit Span 2-9 .15 .76 .00 .67
4 Immediate Digit Span 4-7 .01 .67 .30 .70

BRGR-C

5 Proactive Inhibition -.02 -.01 .59 .39

Factor correlations: A 1.00 .08 .28
B .08 1.00 .27
C .28 .27 1.00

106



All the digit span tests were of a standard type, with digits being presented

auditorily at the rate of one per second. They were administered in groups, however,

such that various types of delayed recall could be observed. The Retroactive Inhibi-

tion score was for cued recall of a given list after being presented with a second list.

The Proactive Inhibition score was for cued recall of the second list after being pre-

sented with two lists. The "delayed" recall was recall after being required to echo a

random series of the words "plus" and "minus" for 10 seconds after list presentation.

Subjects were informed of tne recall condition only after presentation of a list.

The results suggest that immediate digit span ability (Factor B) is quite indepen-

dent of ability to recall digit lists after delays, with or without interference

(Factor A). A third ability (Factor C) is that of being able to resist the effects of

proactive inhibition. What is of most interest is the fact thIt Factor A is highly

related to field independence as measured by either the F :4.,,ad Figures test or the

Rod and Frame test. It was also highly related to score. or an "Attention Test"--

actually a questionnaire having to do with feelings of boredom, ability to maintain

attention during difficult tasks (lectures, etc.) (Singer & Antrobus, 1963). Tasks

loaded on Factor A, therefore, might be more relevant to appraising learning ability

than the usual type of immediate memory span test.

Free Recall factors. Several clear instances of a Free Recall factor appeared in

the survey. Clearest and best supported (because of the variety of tests and the

large N of 200) was factor UNBM-A, with loadings on several types of free recall tasks

involving the presentation of word lists and requiring subjects to recall as many words

as possible in these lists, regardless of order. Some of the tasks loading on this

factor involved recall of pairs of associated words, or of categorized lists. The

investigators had hoped that certain attributes of the material to be memorized or

learned would affect the factor structure, but this turned out not to be the case.

Apparently, the ability to register material in memory for later recall does not

ordinarily interact with the nature of the material (although one can conceive extreme

cases in which it would, e.g., cases in which material in two languages would be
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memorized by monolingual speakers of the two languages.) A somewhat similar factor is

MAUC-A, containing a number of variables in which the kinds of material to be recalled

were varied in complexity (i.e., words vs. groups of words vs. short sentences).

Again, the complexity of the material did not seem to affect the factor structure in

any major way. Some serial learning variables were included on this factor, which was

highly correlated (r = .85) with factor MAUC-B (a Paired Associate factor).

Other clear Free Recall factors were CORB-F, which was loaded with variables

measuring recall or recognition of pictured objects or words (but not patterns), and

FERO-A, most consistently loaded with a free recall measure and a measure of the

ability to recall which of several lists an item had appeared in. Cory, Rimland, and

Bryson interpreted their orthogonal version of factor CORB-F (their factor 3) as

representing a short-term memory ability emphasizing "the direct recall of stimuli having

high associational value or substantial verbal mediation" in contrast to their version

of factor CORB-D (their factor 7), which they interpreted as requiring primarily "rote

reproduction" of stimuli "with little if any associational content" (1977, p. 108).

Factors that were less clearly identifiable as free recall factors were ALRK-D,

HUFL-D, HUFL-E, HUFL-B, ROBA-B, and ROBA-E. The lack of clarity was probably due, in

most of these cases, to small Ns and inadequate variety of variables in the analysis.

ALRK-D was most highly loaded with a sentence recognition task and a clustering score

from a sentence recall task. In the case of HUFL-D a measure of correctness of CVC

recall was associated not only with a measure of free recall of words blocked by

categories, but also with two parameters arising from the Continuous Paired Associate

task: r (STM buffer size) and 8 (the rate of transfer to Intermediate Term Memory).

Relatively independent of this (r = .41) was factor HUFL-E with its chief loadings on

two other parameters of the Continuous Paired Associate task: T, the measure of rate

of loss from Intermediate Term Memory, and a, the probability that an item will enter

Short-Term Memory. The study yielded yet another factor, HUFL-B, loaded principally

with a measure of recall of unblocked words and the intercept of the Sternberg memory

scan task. The study by Hunt, Frost, and Lunneborg (1973) was frankly exploratory and
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these results were not intended to be more than suggestive. They are, however, worth

following up with more ambitious designs and a larger number of variables.

The factors ROBA-D and ROBA-E may be interpreted, after the authors (Robertson-

Tchabo & Arenberg, 1976), as referring respectively to "Secondary Memory" and "Primary

Memory." The first of these was loaded chiefly with a measure of correct free recall

of items in the first seven positions of 12-item lists, along with loadings for delayed

free recall. Thus, it appeared to tap memory for more remote memories (the "primacy

effect"). In contrast, factor ROBA-E was loaded almost exclusively with a measure of

recall for the last five positions of a list, corresponding to what is often referred

to as the "recency" effect. It may be highly similar to Berger's immediate memory or

"registration" factor BRGR-B.

Paired-Associate Memory factors. The Associative Memory factor is well recognized

in the psychometric literature (Ekstrom, French, & Haman, 1979, pp. 22-24), and at

least two instances of such a factor appeared in the present survey. The clearest was

factor UNBM-B, showing associations with a variety of paired-associate learning tasks,

as well as several serial learning tasks. This factor was highly correlated (r = .62)

with factor UNMB-A according to our oblique graphical rotation results. Similarly,

factor MAUC-B identified a variety of paired-associate variables but was highly corre-

lated (r = .85) with factor MAUC-A, a free recall factor. In each of the studies in

which these factors were disclosed, serial learning tasks tended to be complex, having

loadings on both free-recall and paired-associate factors, a finding which makes sense

in view of the notion that serial learning involves registration and storage of both

the items to be learned and the order information or associations between successive

pairs of items. Yet, serial learning is not the same as memory span, possibly because

serial learning is commonly done over a series of trials.

Factor LANA-B was loaded with two variables arising from performance in a Continu-

ous Paired-Associate task: one under a "hard recall" condition and one under an "easy

recall" condition. It was also loaded (.41) with the Probe RT in the easy recall con-

dition, suggesting that in the easy recall condition there was some spare capacity for
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I responding to the probe stimulus beyond what was permitted by IDs in factor LANA-A (a

reaction time factor discussed on p. 90 above).

We have already mentioned the factors HUFL-D and HUFL-E that contained loadings

for parameters of performance on the Continuous Paired Associate task, pointing out

only that this work needs to be followed up.

A Verbal Discrimination factor. Factor UNBM-E was loaded almost exclusively with

| two measures from verbal discrimination tasks. These are tasks in which the subject

has to learn, over a series of trials, which one of a series of pairs of stimuli is to

be selected or responded to as the "correct" choice. It also had loadings on one

free-recall variable (.42 on FR-S, "spaced and massed") and the List Differentiation

variable; why such loadings occurred is not clear (but see further discussion below).

Also, it is not clear why this factor should not fall together with the Paired-

Associate factor since what the subject has to learn is essentially associations.

Nevertheless, these are passive, "recognition" associations rather than active, "recall"

associations. Perhaps one should look to the large literature on verbal discrimination

to find an explanation of the nature of this factor.

A further memory factor. Factor UNMB-D does not seem to correspond to any factors

identified previously, either in the psychometric literature or in our survey. The

investigators remarked simply that it was "most clearly identified with recognition and

frequency discrimination" but "did not escape loadings of some magnitude from many of

the other tasks" (Underwood, Boruch, & Malmi, 1978, p. 413). It was loaded most heavily

with a judgment of situational frequency, a basic measure of running recognition, and a

measure of ability to recognize pairs encountered in a complex "simultaneous acquisi-

tion" task. It may be suggested that it deals with memories of relatively complex

events, particularly in view of its loadings on several of the more complex free-recall

tasks (abstract words, pairs of associates, and categorized lists); however, see further

comment below.

110



Correlations of memory factors. The oblique rotations that were performed for

most of the data sets in this survey gave rise to factor correlation matrices that in

some cases deserve serious attention. This was especially true for data set UNBM,

because the large N (200) could be expected to produce substantial reliability in the

factor correlations. A single second-order factor accounted for nearly all the common

variance in the matrix of factor correlations, with the following loadings:

UNBM-A (free recall) .726

UNBM-B (paired-associates) .833

UNBM-C (memory span) .245

UNBM-D (complex events?) .459

UNBM-E (verbal discrimination) .369

Using these results, the oblique factor loading matrix was orthogonalize by the

Schmid and Leiman (1957) procedure; the resulting orthogonal matrix is given in the

Appendix along with the oblique factor matrix. These results suggest that there is a

general memory factor ("GM") in all the memory tasks studied by Underwood, Boruch, and

Malmi (1979), strongest in the paired-associate tasks, nearly as strong in the

free-recall tasks, and considerably weaker in the remaining tasks.

The general memory factor is probably not to be interpreted as related at all

strongly to the "g" factor of intelligence as commonly conceived. In fact, examining

correlations in Underwood et al.'s (1979) Table 3 we find generally low correlations

between memory task scores and scores on Vocabulary, Spelling, and SAT-V and SAT-M--all

of which would be expected to reflect "g" to a considerable extent. Rather, we inter-

pret the general memory factor as one that reflects an individual's ability to register,

store, and retrieve any kind of material in episodic memory. Underwood et al. would

probably be inclined to regard it as an ability to form associations, since they comment

on how "associational ability" appeared to "swamp" any tendency of subjects to be

responsive to attributes of particular tasks, but we believe 1ne factor is even broader

than this, because memory for an event of any kind does not seem to be necessarily

dependent on forming any association with some other event, or with a previous
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representation in memory. Further research is needed to establish the connection of

the general memory factor with other factors of IDs in ECTs.

Detailed study of the orthogonalized matrix can pay attention to the exact size

of the loadings because they can be interpreted as correlations between the task vari-

ables and the respective factors. In view of the N of 200, a loading of .14 or greater

can be taken to be significant (p < .05). Some of the tasks are significantly complex,

having what might be called "anomalous" loadings on factors other than the one which

their highest loadings contribute to defining. These anomalous loadings give interest-

ing insights into the nature of the factors and the tasks.

The single anomalous loading (.142) on the free-recall factor UNBM-A is for

variable 9, Paired Associates--Control, suggesting that one strategy in paired-

associate learning that can be adopted by at least some subjects is to learn items in

terms of rote sequences like those that are the content of free-recall tasks. (A

paired-associate item can be treated as a two-item free-recall list.) When a test or

variable is factorially complex, two types of possibilities can be considered. First,

the complexity may result from an inherent property of the task whereby successful

performance calls on at least two abilities in combination, as indicated by the factor

loadings. Second, the two or more factor loadings may arise because different strate-

gies are used by different groups of subjects; in the averaging process that occurs in

summarizing data by correlational and factor-analytic procedures, these different

strategies show up as a set of significant loadings on two or more factors.

There were no "anomalous" loadings on the paired-associate factor UNBM-B; this

may indicate that none of the other tasks allowed or encouraged subjects to use

paired-associate strategies.

On the memory span factor UNBM-C, anomalous loadings of .144 and .180, respective-

ly, are for the "control" versions of the free-recall (FR-C) and serial-learning (SL-C)

tasks. One may speculate that this is because when these tasks are unencumbered by

complications, subjects can use memory span strategies to store sequences of

free-recall and serial-learning stimuli.
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Anomalous loadings on the factor UNBM-D were plentiful, as follows:

.387 FR-AB Free-recall, abstract words

.296 FR-1I Free-recall, crossed associates

.270 FR-CA Free-recall, conceptual associations

.237 SL-M Serial learning: matching (Positioning)

.211 FR-CO Free-recall, concrete words

.142 PA-CA Paired-associates, paired categories (Conceptual interference)

A common element in these variables, shared with those that define the factor, is

possibly that good performance can result from alert noting and recall of "events"

as such--occurrences of unusual or unexpected associations (in FR-II), occurrences of

abstract nouns (in FR-AB), instances of categories (in FR-CA), or positioning of items

in a list (in SL-M). Among the defining variables, SF-Z emphasizes being sensitive to

the frequency of events, and RR-D calls for noticing (during stimulus presentations)

of words that have previously had occurrences in the list (as "events"). Possibly this

factor could be referred to as indicating an event-noting ability or strategy.

Anomalous loadings on factor UNBM-E are as follows:

.313 LD List discrimination

.299 SF-Z Situational frequency judgment

.270 FR-S Free-recall, spaced and massed

.261 RR-D Running recognition

These variables share with the defining variables (scores on verbal discrimination

tasks) the fact that good performance could arise from alertness in noting not only the

occurrence of events but also the noting of aspects or attributes of those events--the

member of a pair tagged as "correct," the list in which an item appears, the fact that

an item is repeated (in both SF-Z and FR-S), or the position of an item in a list (in

RR-D). This "verbal discrimination" factor may therefore be interpreted tentatively as

reflecting a process of "attribute" noting. At least, this is a hypothesis that might

be explored in future research.
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Information-Processing Factors in a Task Studied by Hussy and Scheller (1976)

Because of the relative unavailability of full information, we can do little more

than draw attention to three factors included in a study by Hussy and Scheller (1976)

of correlates of variables from a "stochastic-ergodic" information-processing task that

involves a subject's ability to infer the partly stochastic rules that determine the

sequence with which a series of symbols is presented. Essentially, this is an elaborate

probability learning task; it also entails the subject's ability to detect which symbols

are used in a particular sequence, and, in a second phase of the task, to detect a

change of the rules and conditional probabilities that is introduced into the sequence

after a certain criterion performance is achieved in an initial phase. In a third

phase, the rules (apparently--the report is not clear) revert to those of the original

phase and the subject's ability to infer those rules is again observed, as in the other

phases, by the number of trials taken to make a criterial number of correct guesses of

sequences. In an elaborate factor analysis done by the Tryon-Bailey method, scores

from the three phases of this task were correlated with variables presumably measuring

cognitive styles of "cognitive complexity" and "cognitive flexibility." Each of the

three variables from the stochastic-ergodic task was associated with a different factor

(there were six factors in all). The "information generation" score (derived from

Phase I) was associated mainly with measures of cognitive flexibility (Scott, 1962).

constituting what we shall call factor HUSC-B. The "information reduction" variable,

derived from Phase I, was associated with factor HUSC-C, loaded chiefly with measures

of "cognitive complexity" that were also derived from Scott's procedures, which involve

an object- or concept-sorting task. A second "information reduction" variable, derived

from Phase III, was associated, in factor HUSC-F, with several othcr measures of cog-

nitive complexity. We can only speculate about how these factors might be related to

any that have been discussed above. The task has certain aspects of inductive reasoning

such that at least one of these factors might be related to the factor Induction that

is identified in the conventional psychometric literature (Ekstrom, French, & Harman,

1979, pp. 19-22). In any caso, Hussy and Scheller's information-processing tast
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appears worthy of further study.

Factors Involving General Intelligence, Verbal Ability, and Special Knowledge or Skills

A number of the studies examined here disclosed factors that resemble factors

found in the traditional psychometric literature; indeed, this was undoubtedly because

many of the studies included conventional psychometric measures in their sets of vari-

ables. These factors cannot be readily classified in terms of the paradigms in which

their variables would be categorized. The factors are not very clearly identifiable

because the studies did not, in general, include a sufficient number of variables to

differentiate the factors in the way that factor-analytic design would require. We

list and discuss them briefly, preparatory to considering relationships between ECT

variables and conventional psychometrically defined abilities.

Factor CORB-A is probably the clearest example of a factor arising from psychomet-

ric tests. With high loadings on various operational intelligence and personnel selec-

tion tests, it emphasizes reasoning and verbal knowledge abilities; to the extent that

the tests may be speeded, it may also reflect some variance in the rate at which sub-

jects perform these tests. The factor showed little or no relationship to any of the

measures derived from the investigators' "GRIP" (Graphic Information Processing Tasks)

battery.

Similarly, factor HULL-A arises mainly from a series of measure- of traditionally

defined mental abilities; it has high loadings on scores in Verbal Reasoning, Space

Visualization, Numerical Reasoning, Numerical Ability, and Hidder Figures. In the

conventional factor-analytic literature, these scores would all fall on different

factors, but the factors themselves are typically found to be intercorrelated to a cer-

tain extent in such a way as to reflect, in common, the operation of a "general" factor

of intelligence and/or speed in performing psychometric tests. Factor HULL-A probably

reflects this general factor. The factor also has loadings on several measures derived

from a so-called "Sunday + Tuesday" task--an experimental task in which, for example,

the subject is asked to convert two days of the week into numerical equivalents, add

these equivalents, and then convert the sum back into a day of the week (using, in this
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case, modulus-7 arithmetic). It is not surprising to find performance in such a task

correlated with scores on a Numerical Reasoning test; the task involves fairly complex

sequential reasoning operations. The investigators are inclined to call this factor

"rapid reasoning" and feel that it reflects ability to make transformations of informa-

tion in short-term memory (we would classify the task under Paradigm 8). The task

resembles certain types of tasks involved in numerical reasoning tests, and it could

easily be converted into the form of a paper-and-pencil psychometric test. The factor

shows little or no relation to variables derived from ECTs such as Posner-, Sternberg-,

or Neisser-type tasks, and thus the factor-analytic results give only weak support to

the investigators' claim that "intelligence" of the traditional kind can be measured

through ECTs.

There are a number of examples of "intelligence" factors of more limited scope.

Factor JAMB-B has its highest loading on a measure of (language) listening comprehen-

sion, along with loadings for "effective reading speed" on long and short passages and

scores on the SCAT Verbal Aptitude test. It also has a loading of .51 for accuracy on

a Posner-type homonym task, suggesting that accuracy in this type of performance is

partly a function of the individual's general language knowledge, particularly if the

homonyms tend to include relatively rare or unfamiliar words. Factor JAMB-B is most

clearly a measure of verbal ability, reading skill, and other abilities that are picked

up in the course of an individual's experience and education. At the same time, the

factor analysis of a small table of intercorrelations in these investigators' report

shows the expected separation between language comprehension (factor JAMA-A, expressed

in either listening comprehension or reading comprehension), and reading speed

(factor JAMA-B).

Factor JENS-B connects performance on Terman's Concept Mastery test with that on a

Digit Span test; the correlation probably arises from the presence of "g" (general

intelligence) variance in both of these tests. It also contains an appreciable loading

on a score from the Raven Matrix test, probably for the same reason.

Factor CHAT-D arises from the correlation of the Verbal and Mathematical subtests
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of the SAT; it also has a weak but possibly meaningful loading on the intercept of the

Visual Search task. At the same time it is to be noted that the Verbal score, but not

the Mathematical score, has loadings on factors CHAT-B (Slope of the visual-memory-

search function) and CHAT-C (memory span). Factor SNML-B, using essentially the same

data, has a similar interpretation.

Factor ROSE-D connects SAT score with performance on a so-called Grammatical

Reasoning (A-B) task in which the subject has to judge the correctness of statements

like "A follows B" or "B is not preceded by A" on the basis of a presented pair of

letters like AB. This task, scored for number correct within 1 minute, measures both

rate and accuracy of language comprehension, as the SAT also (probably) does, so that

it is not surprising that the scores should be correlated, but the respective roles of

speed and accuracy in both variables remain unclear.

Factor CORB-E reflects a correlation between a "Password" task and a "Twelve

Questions" task and is interpreted by the authors as "sequential reasoning." Both tasks

are quite complex, but it is at least of interest that these tasks did not appear on the

"general intelligence" factor CORB-A. Possibly the common variance of these tasks has

to do with associational or ideational fluency--a factor domain that is represented in

the traditional factor-analytic literature (Ekstrom, French, & Harman, 1979, pp. 13-18),

rather than sequential reasoning.

Factor EGAN-C has its highest loading (.86) on the Guilford-Zimmerman Numerical

Operations test, with smaller loadings on the Verbal Comprehension (.41), General

Reasoning (.41), and Perceptual Speed (.42) scores of that battery. It probably repre-

sents the usual "general intelligence" factor, but it is of interest that this factor

is uncorrelated with either EGAN-A (Spatial Accuracy) or EGAN-B (Spatial Speed), at

least in the subject sample used by Egan (1978).

Factor ALRK-E is loaded principally with measures from a Mental Addition task that

(following Hitch, 1978) was intended to assess the role of short-term memory in arith-

metical carry operations. Although the experimental results tended to confirm Hitch's

findings, they leave open the question of whether properties of short-term memory
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account for IDs, or whether differences in numerical facility, as are assessed by

tests of what is commonly identified as factor N (Ekstrom, French, & Harman, 1979,

pp. 26-27) account for these differences. It is conceivable, however, that tests of

factor N reflect individual differences in short-term memory characteristics, although

this is unlikely because the best tests of N are those that do not involve carry

operations in their arithmetical tasks.

Factor CORB-B is clearly a Technical Knowledge factor (in areas of mechanics,

shop, electronics, etc.) and is of no interest in the present context; it exhibited no

interesting relationships with experimental tasks in the GRIP battery.

The View from Factor Analysis:

Summary and Comment

For convenience, the various factors that have been identified above are listed

in Table 3, with a tabulation of the studies in which they appeared, and the designa-

tions given them, according to our analyses.

Very probably this table lists more factors (some 25 to 30) than actually exist in

the domain of the ECTs covered in the survey. From the available studies, it is im-

possible to say how distinct these factors are. In fact, a single study that would

exhaustively investigate the identification and distinctiveness of these factors would

be an enormous and virtually impossible undertaking if it tried to include all the fac-

tors in a single battery given to a common population. This is not only on account of

the logistic problems in assembling and testing appropriate subject samples, but also

on account of the desideratum, expressed by authorities in factor analysis (e.g.,

Thurstone, 1947), that each factor be represented by at least three relatively "pure"

and experimentally independent tests or variables. If there are actually 30 linearly

independent factors in the domain of ECTs, it would take a battery of more than 90 tests

to establish them. Not only that: To permit clear simple structure of n = 30 factors

to appear, there are reasons for believing that a subject sample of at least 2n + 2,

cases would be required, or an N of more than a billion! (Think what the requirements

would be in establishing the independence of Guilford's [1967] 120 postulated factors.)
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If factor-analytic methods are to be used to investigate the dimensionality of IDs in

ECTs, it will be necessary, therefore, to rely on studies that focus on small sets of

variables in the various subdomains, with the hope that eventually the structure of the

total domain can be inferred from whatever structures emerge in subdomains and in

analyses of samples of variables selected from the subdomains.

On the other hand, since factor analysis is chiefly concerned with common factor

variance, i.e. variance that is shared between two or more variables in a correlation

matrix, it cannot readily indicate the possible importance of specific variance, i.e.

reliable variance present in only one variable in a matrix. That is, it cannot indi-

cate whether this variance might be useful to investigate by trying to identify it as

common factor variance in further studies. The survey of factor-analytic results con-

ducted here has not drawn attention to possible instances of important specific vari-

ance. For example, inspection of the data in the study by Rose (1974) indicates that

there is probably reliable variance derivable from the Shepard-Teghtsoonian running

recognition task, but no variable from that task was included in our factor analyses of

Rose's data because these variables had few if any substantial correlations with vari-

ables that were included in the factor analyses. Questions concerning specific

variance6are considered in the next chapter, addressed to the examination of the

individual task variables.

Although this chapter has been devoted to the factor analysis of variables in

ECTs, it may be noted that it is difficult to draw any line between factors identified

in ECTs and factors identified in the "traditional" psychometric literature. Factors

in the latter domain can frequently be found to have their counterparts in the former

domain. The experimental methodology in the former domain does, however, permit greater

precision and control of stimuli, conditions of response, and measurement. Egan's

(1978) study is'an interesting example of one that uses careful experimental methodology

to re-examine psychometric variables. The advantages accruing to the experimental

study of ECTs are only now beginning to be realized; certainly they have not been fully

capitalized on in the studies done to date and reviewed here. Many of the difficulties
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we have had in interpreting and cross-classifying the factors have stemmed from failure

on the part of investigators to take full advantage of available experimental technolo-

gy. For example, to reiterate a point already mentioned perhaps too many times, there

has been a frequent failure to distinguish between decision time and movement time.

For lack of space and time, we have made relatively little attempt to interpret

factors in terms of processes. More attention is devoted to this problem in the subse-

quent chapter. Nevertheless, it is already clear that certain types of processes and

tasks are underrepresented in the factor-analytic and correlational studies done to

date. One such process is what is commonly called encoding (the process REPFRM de-

scribed in Chapter 1). Although undoubtedly this process occurs in nearly all the tasks

studied, measures of encoding processes distinct from other processes have not been

developed or utilized in the factor studies. Similarly, the storage and retrieval pro-

cesses FOCORP and FICORP have not been measured in ways that might make them

identifiable in factor-analytic studies.

It is believed, incidentally, that the present chapter is a methodological achieve-

ment in that it demonstrates the utility of graphical, oblique simple-structure factor

rotation methods in clarifying the patterns of results. If there had been reliance

solely on the results of Varimax analyses of principal component analyses, the results

would have been much less clear and the factors would have been more difficult to cross-

identify. There were even instances where Varimax results would have been somewhat mis-

leading, e.g., the analyses of the three data sets (Days 1, 2, and 3) from the study by

Rose (1974), where the Varimax results tended to overemphasize the dominance of vari-

ables from the Stroop task--shown to be actually complex, factorially, by the oblique

rotations.

The chapter also appears to be an achievement in the theoretical domain, in that

it demonstrates the utility of correlational and factorial methods in summarizing large

bodies of evidence in such a way as to give the theoretician a manageable set of find-

ings to interpret, at least on a tentative basis and in the prospect of formulating

hypotheses for further investigations.
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Chapter 4

INDIVIDUAL DIFFERENCES IN ELEMENTARY COGNITIVE TASKS:

THE VIEW FROM TASK ANALYSIS

Introduction

In this chapter, the focus is on the individual elementary cognitive tasks (ECTs)

that were investigated in the studies listed in Table 1 (pp. 75-80). We consider a

number of matters that pertain to the extent and meaning of individual differences in

performance on these tasks: the central tendencies, variances, and distributions of

performance measures, their reliability, their correlations with performances on other

ECTs and with psychometric measures (including reference to factor-analytic results,

where available), the degree to which they can be affected by practice and training,

and the conditions under which they can apparently best be measured. Discussion of

such matters is what is meant here by "task analysis." (It is recognized that the

phrase has other meanings, e.g., see McCormick, 1976.) Partly for convenience and

partly because there seems to be some theoretical justification for doing so, the ECTs

are discussed according to the paradigms by which they have been tentatively classified.

The information given in this chapter is limited largely to what is available from the

studies selected for treatment; limitations of time and space preclude reporting a de-

tailed literature search for every ECT considered. If no statement is made about some

aspect of a task or its measurement (e.g., reliability, practice effects), the likeli-

hood is that little or no information is available on the matter, at least from the

literature surveyed.

ECTs Classified Under Paradigm I (Perceptual Apprehension)

Tasks in this classification are of three general types: (I) duration threshold

tasks, in which one measures the amount of time required by a subject to apprehend a

non-degraded stimulus; (2) perceptual closure tasks, in which the subject's ability to

apprehend and interpret a stimulus that is in some way ambiguous or degraded is
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observed; and (3) tasks in which the subject's ability to apprehend a stimulus despite

interference of competing stimuli is the focus of interest. The stimuli may be given

in either the visual or the auditory modality, and may be of different types and con-

tents: e.g., pictures of objects and scenes, or printed or spoken symbols (digits,

letters, letter strings, words). On the whole, information on IDs in performance of

these tasks is sparse.

Visual Duration Threshold for Pictures of Objects

From Wingfield's (1968) report, we can conclude that the visual apprehension

threshold for pictures of ordinary objects is about 16 msec when the picture is fol-

lowed by a blank field, or about 105 msec when the picture is followed by a visual mask.

These data are for pictures whose names are of moderate frequency (log p = -5.4, or

SFI = 46); name-word frequency is significantly correlated with threshold (-.53 without

masking, -.44 with masking), but the effect is overall rather slight. Wingfield gives

no information on IDs in visual duration thresholds, but such IDs could conceivably be

appreciable and of importance in evaluating cognitive abilities. Measures of VDT for

pictured objects should be studied factor-analytically.

Visual Duration Thresholds for Printed Symbols, Letter Strings, and Words

Jackson and McClelland (1979) investigated two tasks of this type: a "single

letter" threshold task and a "letter separation" task. In the former, the average

threshold for identifying a letter in a "blank" line (without spatially preceding and

following X's) was 67.9 msec (S.D. = 4.4 over subjects) for "fast" readers and

66.01msec (S.D. = 4.1) for "average" readers, there being no significant differences

between the two groups of readers (university students). Corresponding means and S.D.s

for thresholds when the letter occurred in a "filled line" (preceded and followed by

X's) were 83.2 (S.D. = 5.2) and 84.7 (S.D. = 4.1), again with no significant difference

between groups. Performance on this task, averaged over blank and filled-line condi-

tions, had a correlation of .37 with performance on the letter-separation task, in

which two letters had to be reported from different positions in the visual field,
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either in a blank or a filled line. The two tasks appeared on what we call a Visual

Duration factor in our factor analysis of Jackson and McClelland's data, unrelated to

other factors in the analysis except for a factor correlation of .34 with a language

knowledge factor. This correlation may reflect experience in reading. Jackson and

McClelland present no data on central tendencies and variances of performance on the

letter-separation task.

Frederlksen (1978) studied a "bigram identification" task in which subjects had to

report pairs of letters (bigrams) seen in a display that was temporally preceded and

followed by a visual mask and that lasted from 90 to 100 msec (reported to be the

shortest duration time that would allow 95% of the stimulus letters to be correctly re-

ported). This task was the basis of two derived measures, Scanning Speed (rate of

scanning estimated from RTs for bigrams in positions 3 and 4 vs. those in positions 1

and 2 of a four-position display), and Bigram Probability Contrast (a measure of the

"penalty in processing time" brought about by reduced bigram probability in English

orthography). There were apparently reliable differences in scanning speed, interpreted

on the basis of a factor analysis as reflecting speed of grapheme encoding. IDs in the

bigram probability contrast measure were interpreted as reflecting possession of, or

access to, knowledge about grapheme-phoneme relationships in decoding letter strings in

English.

Despite considerable investigation of factors that influence word-recognition

thresholds, information on the role of Is is scanty. For a list of seven words that

the report (Rose, 1974) does not specify or characterize (e.g., in terms of frequency

in the English language), average visual duration thresholds were in the neighborhood

of 50 msec, with a wide range and moderate test-retest reliabilities (Day 1 vs.

Day 2, r = .58; Day 2 vs. Day 3, r = .76). This measure had few if any significant

correlations with other tasks in Rose's investigation; communalities were low in our

factor analyses of Day 1, Day 2, and Day 3 data. Correlations with SAT-V scores were

non-significant, and there was no average improvement in performance over the three

days. These results are generally in line with those from studies by Richards and
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Platnick (1974) and Platnick and Richards (1977). In the first of these studies,

thresholds were related to SAT only for low-frequency words (I to 10 per million); in

the second study, thresholds appeared to be significantly related to measures of speed

of closure, memory span, and perceptual speed, but then only weakly. A possible compli-

cating factor is the subject's visual acuity; Platnick and Richards cite Spielberger and

Denny's (1963) estimate that the correlation of visual acuity and threshold for high-

frequency English words is -.50. Other complicating factors are word length (Richards

& Heller, 1976) and word attributes such as concreteness vs. abstractness (Richards,

1976; Cohen, 1976). Cohen found no correlation of word-recognition thresholds with

Otis IQ (though in a somewhat restricted sample), and no interaction of IQ with word

frequency.

Visual Closure Tasks

Included in Cory, Rimland, and Bryson's (1977) "GRIP" (Graphic Information Pro-

cessing) battery was a test of Recognizing Objects in which "partially blotted-out"

pictures of objects were presented with successive additions, over trials (frames), of

the amount of visual information presented. The score was the number of frames shown

before the objects were identified. (Latencies of response were also taken, but the

report gives no information on these.) The mean score was given as 15.95 (S.D. = 4.13)

but since the report does not mention the number of items one cannot say what amount of

information was necessary before recognition was attained by the average subject. In

I a principal factor reanalysis of these authors' correlation matrix, the test had a

communality of .34 and a loading of .37 (after sign-reflection for reversed scoring)

on factor CORB-H, which we identify as a Pattern Perception factor. It is difficult to

interpret this result. One would have expected this test to load on a Perceptual

Closure factor such as CORB-G but the loading on that factor was only .24.

A somewhat similar task was studied by Frederiksen (1967), who presented color

slides for object recognition in a sequence of 15 stages of decreasing ambiguity.

Ambiguity was manipulated by gradually reducing the optical blurring of the slides.
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Frederiksen found that the point at which the picture was first recognized depended

critically on whether a "wide" or a "narrow" range of ambiguity was used. Subjects

could recognize a picture with a given degree of blurring better if they had not pre-

viously seen the picture in several stages of greater blurring. Failure to recognize

a picture was interpreted as occurring because a subject who had seen a series of highly

blurred presentations was likely to entertain, and persist in entertaining, wrong

hypotheses about the identification of the object picture. Possibly the anomalous re-

sult for Cory et al.'s (1977) Recognizing Objects task came about because they used

what Frederiksen would call a "wide" range of ambiguity. One may suggest that in the

construction of visual closure tasks for measuring the Perceptual Closure factor, the

item difficulty (in terms of amount of information) must be set at an appropriate

level. In Frederiksen's data, subjects in the "narrow range" condition had scores

(reflecting points on the ambiguity scale at which recognition was attained) that were

highly predictable (multiple R = .77), chiefly from tests of Speed of Closure and

Visualization ability. For the "wide range" subjects, scores were less predictable

(multiple R = .51), and the chief predictor was a test of Spatial Scanning ability.

Auditory Closure Tasks

Frederiksen (1967) developed an auditory analog of the Visual Recognition test;

spoken words were repeatedly presented, but with decreasing amounts of masking sound,

until the word was recognized. As in the visual task, subjects were more successful

on a given item under the "narrow range of ambiguity" condition, i.e., when the item

had been preceded by fewer (if any) previous presentations with greater amounts of

masking. Under the narrow range condition, scores were highly predictable (multiple

R = .76) from measures of Flexibility of Closure and Verbal ability, but the prediction

was not significant (multiple R = .36) under the wide range condition.

Correlations (corrected for attenuation!) between Auditory Recognition and Visual

Recognition test scores were .18 for the wide range condition and -.03 for the narrow

range condition. Thus, visual and auditory closure abilities are apparently

uncorrelated.
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Tasks Measuring Auditory Apprehension of Competing Stimuli

The single task identified in this category was the Dichotic Digit Pairs test

studied by Robertson-Tchabo and Arenberg (1976). "An item consisted of two different

digits presented simultaneously, one to each ear. . . . The task was to identify both

digits" (p. 78). In our factor analysis, this test had a communality of only .25 and a

very weak and probably insignificant loading of .26 on factor ROBA-E (interpreted as

"Primary Memory"). If this test is at all reliable (no information is given on this

matter), its variance is thus largely specific; possibly it deserves further

investigation.

ECTs Classified Under Paradigm 2 (Reaction Time and Movement Time)

IDs in reaction time (RT) have been studied for at least a century and a half (see,

for example, Woodworth, 1938, Chapter XIV). It has often been thought that such IDs

are relatively specific and of little general interest. In recent years, from the per-

spective of information-processing psychology, renewed efforts have been made to find

relations between certain RT tasks and performances considered to be of more general

significance.

RT tasks can be classified according to the criteria established by Donders (1868),

with a few additional categories: (1) "simple" RT tasks (Donders' a-reaction) in which

there is a uniform stimulus and a uniform response; (2) RT when the subject is asked to

respond to only one out of n alternative or possible stimuli (Donders' c-reaction);

(3) "choice" RT in which the subject is required to make a different response to each
of n possible stimuli (Donders' b-reaction); (4) RT experiments intended to investigate

IDs in attention, flexibility, and time-sharing ability; (5) tasks for measuring IDs in

speeds of certain voluntary physical movements.

Simple RT Tasks

In a sample of 64 high school students, Lunneborg (1977, Study 1) measured Motor

Reaction Time as the median time for the subject to respond by a key press to the onset

of a "+" centered on a computer-terminal screen. No data are given on central
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tendencies or variances, but this measure correlated significantly with a number of

other laboratory task variables (choice reaction time, [Sternberg] search slope and

intercept, dichotic category, dichotic difference, clustering base, and clustering dif-

ference) and also with all but one (Clerical number) of a series of psychometric tests.

In further studies, however, the Motor Reaction Time variable was not used, but other

reaction time measures that showed significant correlations in this high school sample

exhibited mostly non-significant correlations in the subsequent studies--even a high

school sample that was generally comparable to that tested in the first study. Lunne-

borg's report is chiefly concerned with attempting, without complete success, to explain

the discrepancies among the studies. One possibility that Lunneborg apparently did not

consider is that the substantial correlations in the first study may have arisen from

the presence of a few "outlying" cases that boosted the correlations above the chance

level. Also, it would appear that Lunneborg made no transformations of the reaction

time measures, distribution of which is generally found to be substantially skewed in

a positive direction. Use of untransformed measures would be particularly likely to

give an advantage to "outlying" cases in boosting correlations above the chance level.

Our recommendation would be to use a reciprocal transformation in correlating reaction

time measures with other variables.

In her study involving the use of a simple RT task as a "secondary" task in con-

junction with other tasks, Lansman (1978) collected data under a control condition in

which simple RT was measured in relative isolation from any secondary task. In her

sample of university students, mean RT was 288, with a S.D. of 36, range 230 to 395,

and reliability of .76. The measures in the control condition correlated .52 with RT

as probed in an "easy recall" condition during a Continuous Paired Associate task, and

.36 as probed in a "hard recall" condition. Mean RT was considerably greater when

measured as a "probed" secondary task: 480 (S.D. = 117, range 288-828) under the "easy

recall" condition, and 513 (S.D. = 133, range 270-920) under the "hard recall" condi-

tion. These measures had reliabilities of .91 and .93 respectively, and probably re-

flect variation in attentional processes, i.e. ability to switch attention from the
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learning task. Simple RT came out with a moderate loading of .50 on factor LANA-A that

we interpret as a Simple Reaction Time factor, but this factor may be more concerned

with the attentional processes measured under the secondary task condition. None of

the RT measures was correlated significantly with the WPC Verbal composite.

Keating and Bobbitt (1978) also collected measurements of simple RT to a red light,

on groups of different ages. Mean RTs in msec (with S.D.s) for groups of high vs.

average ability as indicated by age-appropriate intelligence measures were as follows:

Average Age

9 13 17

High ability 285 (43) 242 (30) 235 (33)

Average ability 311 (38) 260 (42) 233 (33)

The apparent interaction between ability and age, whereby ability is better correlated

with simple RT at the younger ages, was not directly tested by the authors, whose ANOVA

was concerned also with a CRT (choice reaction time) measure. It is reported that

there was no main effect for sex. The data are generally consistent with previous

studies of age in relation to simple RT (Miles, 1942; Goodenough, 1935; Bellis, 1932-33)

except that some studies do show faster RTs for boys.

The reaction time measurements taken by Robertson-Tchabo and Arenberg (1976) were

taken in the context of a "vigilance task." The simple reaction time task was to

respond to the onset of a zero presented visually. No data on central tendencies, vari-

ances, or reliability are given. In our factor analysis of their data, the simple RT

measure, taken as the median response latency over 15 trials, loaded most highly on

factor ROBA-A, interpreted as Reaction Time to Simple Events.

Jensen's (1979) report of data from a Reaction Time and Movement Time apparatus

includes data that can be regarded as indicating simple reaction time, excluding move-

ment time. At the O-bit condition, the median RT appears to be about 280 msec, from

Jensen's figures, for a group of 50 university undergraduates. The intercept values

are slightly higher, up to about 330, for several other normal groups of different ages.

They are strikingly higher, however, for two retarded groups: about 485 for mildly
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retarded and borderline young adults, and about 630 for severely retarded young adults.

In our factor analysis of Jensen's data, the intercept value was most highly related

(r = .44) with mean SD of movement time, and loaded highly on what we interpret as a

* Speed of Movement factor. Jensen reports high reliabilities (a .90) for his RT

measures.

From the above studies, it appears that there are highly reliable IDs in simple RT

that tend to correlate with other reaction time measurements--choice RT, for example,

at least to the extent that they provide an indication of the intercept or average

values of such measures. To the extent that they are correlated with mental age in

younger children and in retarded individuals, they provide some indication of mental or

organismic maturity, but for the normal adult population they show no reliable

correlation with intellectual abilities.

"Simple" Choice-Reaction Tasks (Donders' c-reaction)

Donders' c-reaction task may be called a "simple" choice-reaction task because it

requires that the subject be alert to respond to only one out of n possible stimulus

types or situations. Such tasks were used in two of the studies surveyed here. In

Whitely's (1977) study, a task called Choice Reaction was used "to represent a baseline

response decision task which involves little cognitive mediation." Subjects viewed a

series of slides with either O's or :1's and were instructed to press a response button

on seeing a slide with a "+." Mean reaction time was 720 msec, S.D. = 360; the distri-

bution was probably skewed, and the mean is probably greater than the median (not

reported). Nevertheless, the much greater magnitude of this "simple" choice-reaction

time as compared with simple RT is striking. In fact, it is greater than the average

"complex" choice RTs reported below. Whitely used no other pure reaction time measures,

although latencies were taken on a variety of cognitive tasks involving analogical

reasoning, and the choice-reaction time measure had no significant correlations with

these latencies--which were much longer, on the average--in the range of 2 to 8 seconds.

Robertson-Tchabo and Arenberg's (1976) choice RT measures were taken in the context

of a "vigilance" task in which a succession of digits was presented, visually, at the

130



I

rate of one pe,^ second. The choice reaction measurements can be classed as c-reactions

because the subject had to be alert to respond only under certain conditions. In the

task labeled C.R.T. 1, the subject was to respond to a particular digit; although the

report is not clear on this point, we assume that there was only one digit (either 1,

2, 3, 4, 6, 8, or 9) that the subject was to respond to during presentation of a par-

ticular sequence of digits. In C.R.T. 2, the task was to respond to any even digit (orIany odd digit). In C.R.T. 3, the subject was to respond to an even-odd sequence of

digits (or an odd-even sequence), and in C.R.T. 4, to "any two contiguous even digits

as well as any two contiguous odd digits." Obviously, the task condition increased in

difficulty. For each task, the dependent variable was the median response latency of

j correct responses. The number of correct responses was also recorded for the tasks

C.R.T. 3 and C.R.T. 4. The investigators do not report central tendencies, variances,

or reliabilities. The communalities (ranging from .75 to .81) in our factor analysis

of their data may be taken as lower bound estimates of reliabilities. The latencies on

the tasks C.R.T. 3 and C.R.T. 4 defined a factor ROBA-B that we interpret as "Vigilance

RT to Complex Sequential Events"; the accuracy measures on these tasks defined a further

factor ROBA-C that we interpret as "Accuracy of Complex Sequential Processing in a

Vigilance Task." The leadings on ROBA-B were higher as the complexity of the task in-

creased; the easier tasks shared some variance with factor ROBA-A, interpreted as RT to

simple events. The three factors had low positive intercorrelations: AB, r = .23;

AC, r = .29; BC, r = .15. Because the study contained only a limited variety of reac-

tion time tasks, we cannot easily relate these factors to ones found in other studies,

but the evidence for these three factors, at least, is fairly strong on account of the

sample size (N = 96 "healthy educated men," age range 20 to 80). (The authors state

that their factor structure for the total group was also found when the sample was

analyzed separately by four age groups; we cannot confirm that for our own re-analyzed

factor structure because the authors do not report the separate correlation matrices.)

"Complex" Choice-Reaction (b-reaction) Tasks

The "complexity" in these tasks arises because the subject is required to make a
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different overt response to each of n alternative, easily differentiable stimuli.

Generally, choice-reaction times are on the average longer than either simple reaction

times or "simple" choice-reaction times. Egan (1978) obtained means (and S.D.s) of

350 (70) and 340 (50), respectively, on two successive days, in a "Yes-No Decision

Task" in which subjects pressed a button corresponding to whether the word "YES" or "NO"

appeared on a slide. (These measures include both decision time and any movement time

involved.) Average percentages correct (and S.D.s) were 87.2 (2.4) and 87.9 (2.2) on

the two days. Measures on this task were not included in Egan's factor analysis of his

data; the latencies, however, tended to correlate, though non-significantly, with

latency measurements on computerized versions of visualization and block rotation tests.

In Egan's words, ". . . as expected, response latency to Yes/No items tended to corre-

late more strongly with intercepts[,] which include decision and output latency[] than

with slopes[,] which measure spatial transformation latency" (p. 28).

Data-on age and ability differences in choice reaction time from Keating and

Bobbitt's (1978) study are of interest. Here we give the average latencies (and S.D.s),

as well as an estimate of the slope (the difference between 2-choice RT and simple

reaction time), derived from their Table 1:

Age Age Age
9 13 17

High ability: Mean (S.D.) 689 (110) 468 (27) 430 (30)

Slope 403 226 195

Average ability: Mean (S.D.) 729 (88) 520 (52) 467 (24)
Slope 418 260 234

Keating and Bobbitt's RT tasks included the complication that the subject had to trans-

late the color of the stimulus light (green or red) into a position code (left or right)

and thus their latency measurements may be on the average longer than those that might

be obtained in a task that did not include the translation component; also, their

latencies included movement times. Keating and Bobbitt analyzed their data in terms of

an ANOVA design using simple and choice RT conditions as two experimental levels; there

were significant main effects for age, ability, and level, and a single significant
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interaction between age and level. The ability x level interaction was only marginally

significant, but such an interaction seems more apparent when the slope values (given

above) are examined: The slope values for high vs. average ability children differ

increasingly with age.

Yet, Keating and Bobbitt's results seem rather inconsistent with those obtained by

Jensen (1979), who used an experimental procedure whereby slope values could be obtained

over 0, 1, 2, and 3 bits of information (i.e., 1, 2, 4, and 8 choices), and whereby

decision times were distinguished from movement times. For 50 university students, one

can estimate the slope (increment of RT per bit) at about 23 msec, a value much smaller

than anything in Keating and Bobbitt's results, even at age 17. Perhaps the data from

Keating and Bobbitt's experiment are inflated because of the code translation component

in the 2-choice task, as suggested above. Further, the slopes from Jensen's data do

not seem to vary much over a number of groups of "normal" individuals ranging from the

6th grade to the university level (see Jensen's Figure 6); the slopes are deviant only

for mildly and severely retarded groups. (It is striking that the slope is virtually

zero over 1 to 3 bits for a severely retarded group, with a very high intercept.) In

fact, although Jensen claims that slope correlates with Raven intelligence test scores,

the intercepts, not the slopes, are what chiefly differentiate RT/bit functions for

low, middle, and high ability groups at the 9th grade level (see Jensen's Figure 4).

If intercepts are related to Raven intelligence test scores, this would mean that the

factor Simple Reaction Time or Speed of Movement is more related to Raven intelligence

scores than the factor we have called (p. 91 ) Slope of Choice Reaction Time. As

already suggested, the correlation of slope with Raven matrix scores found by Jensen

(actually only .41 in absolute magnitude, for N = 50 university students) may reflect

some involvement of speed in Raven scores, even though Jensen insists (p. 27) that he

does not give his tests under speeded conditions. Our reanalysis of Jensen's data

(Appendix A) shows that the slope function is not related to scores on Digit Span or

the Terman Concept Mastery Test, and the intercorrelations are essentially zero.

Keating and Bobbitt present (1978, Table 2) correlations between CRT and certain
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"processing parameters" from other cognitive tasks. For all subjects, for example, CRT

correlates .78 with (Posner) physical-condition sorting time and .81 with the intercept

of the (Sternberg) memory search function. Keating and Bobbitt regard these variables

as measures of "similar [processing] steps" and contrast these high correlations with

the generally much lower correlations found for pairs of "dissimilar steps." It must

be pointed out, however, that all these correlations are for subjects pooled over age

groups; they are inevitably confounded with age effects. Within-age-group correlations

for these variables would have been much more informative; presumably they would be

much lower than those cited for the pooled groups.

Choice RT measures were used in two other studies included in our survey, but shed

little light on questions implicit in the above discussion. Lunneborg (1977) found

highly inconsistent results for his choice RT measures over three samples; while the

choice RT measures were substantially correlated with variables from other laboratory

tasks and with a series of psychometric tests in one high-school sample, they exhibited

very low or insignificant relations in other samples. Problems with the Lunneborg

results include the following (some of which have already been mentioned): The variable

in his Study 1, at least, was a difference score (difference between a 2-choice RT and

a 1-choice RT, an estimate of a slope/bit function); this variable, and the variables

used in Studies 2 and 3, extended only to one bit of information (i.e., 2 choices, as

opposed to the 4 and 8 alternatives in Jensen's experiment); and there is no evidence

that transformations of variables were considered in the light of possible distribu-

tional skewness and presence of outliers.

Rose (1974) used a 4-choice RT task that involved speed-accuracy tradeoff, along

with a "control" RT task that omitted the "deadline" instructions. RTs from the

control task (averaging in the neighborhood of 500 msec) improved significantly over

three days, but had reliabilities of only .56 (Days 1-2) and .72 (Days 2-3). A "slope"

variable that reflected the effect of increasing time pressure to meet a "deadline" had

even lower reliabilities: .22, Days 1-2, and .61, Days 2-3. Since the test battery

included no simple RT task, it yielded no information on the slope function re bits of
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information (number of choices) nor its possible relations with other variables--labora-

tory or otherwise. The "control" RT had weak loadings on the factor ROSE-C that we

have interpreted as a Simple RT factor.

In chort, evidence available at this time is far from clear as to the nature and

parameters of individual differences in RT (either simple or choice, although these are

generally correlated to a substantial degree) or their relations with other laboratory

tasks and with traditional psychometric measures of intellectual abilities. Further

investigations responsive to suggestions made here could be expected to shed much light

on these matters.

Tasks Used in Investigating Further Aspects of RT Abilities

Keele, Neill, and de Lemos (1978) have obtained promising results in using certain

RT tasks to measure flexibility of attention. Several of these tasks have high relia-

bilities and show interesting intercorrelations. A "benefit" measure from a Priming

Task, reflecting how much a subject is advantaged by being informed in advance as to

which of several alternatives in a choice reaction task is most likely to be presented,

was found to have a reliability of .89 and significant correlations with certain

measures from a Rare Event task and an Alternation task which also had high reliabili-

ties. Both of these latter tasks seem to yield measures of how much a subject is

benefitted by cues or disturbed by unexpected (low probability) stimuli in a choice-

reaction context. These tasks should be further investigated along with the simpler

tasks discussed above, including the "probed" RT investigated by Lansman (1978), which

resembles Keele et al.'s tasks to a certain degree.

Similarly, promising results on individual differences in a "time-sharing" RT task

are reported by Hawkins, Church, and de Lemos (1978). This task, employing the double-

stimulation or psychological refractory period (PRP) paradigm, apparently can measure

the degree to which a subject's response to a stimulus is affected by the prior or

simultaneous presentation of another stimulus requiring a different response. What

will have to be clarified further is whether time-sharing is a unitary ability (which

it is not, the authors tentatively conclude) and whether it is related to the
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i
attentional abilities represented in the tasks studied by Keele, Neill, and de Lemos

(1978).

RT Tasks and Measures Emphasizing Movement Time

In his earlier study, Rose (1974) investigated a "Critical" Tracking task inspired

by feedback control theory; the task has apparently not been further investigated

from an individual differences standpoint although one of its parameters (I/X, or the

reciprocal of the "effective delay") had the highest reliability of any of the measures

in that study. The task resembles those observed in computer games in which the subject

has to manipulate a "joy stick" or other device to control the movement of an increas-

ingly unstable stimulus across a computer-terminal screen; it probably involves not only

some element of reaction time speed but also ability to perceive changes and rates of

movement. A possible drawback in the task as a measure of cognitive abilities is that

males are consistently better than females, on the average. Also, there was signifi-

cant improvement with practice, and thus it may be more a measure of skill than of

ability. In our factor analysis of Rose's correlations, the Critical Tracking measure

loaded on a reaction time factor along with the "control" choice RT and mean score on a

paper-and-pencil version of a Rotated Letters task. From the limited data available,

the nature of IDs on this task is as yet very unclear, but because of the importance of

tracking behavior in certain jobs and occupations, it would seem profitable to

investigate it further.

Jensen's (1979) Reaction Time and Movement Apparatus yields experimentally or

logically independent measures of decision time and movement time in a choice-reaction-

time task. At zero bits of information (i.e., in a simple RT task), movement time

averaged about 210 msec when the subject left a home button and had to press a 1/2"

button 6" away, but there were IDs in this that Jensen reported as correlating about

-.40 with measures of intelligence such as Raven Progressive Matrices scores. In our

factor analysis of Jensen's data for 50 university students, however, Median Movement

Time appeared on a Speed of Movement factor JENS-C on which Raven Matrices loaded in-

significantly (.14). Fast movement time was associated with high mean SD of movement
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time and with fast decision time at zero bits (the intercept of the CRT slope function).
Further investigation of movement time is recommended not only because of the status of

this variable in relation to other cognitive abilities (if this variable can indeed be

called "cognitive") but also because, as we have pointed out repeatedly, movement time

is frequently involved in a wide variety of RT measurements--many to be discussed below

under Paradigms 3 and 4.

Finally, Rose's (1974) work on a version of Fitts' Tapping task is possibly rele-

vant to the study of performance on a wide variety of cognitive tasks, especially those

involving rapid and accurate marking on paper-and-pencil answer sheets. The original

Fitts' task (Fitts, 1954) involved moving a hand-held stylus from a "home plate" to a

target plate either at the right or the left, depending upon a cue from signal lights.

The distance and width of the target plates were varied and the speed and accuracy of

target hitting were highly predictable from a mathematical equation derived from infor-

mation theory. In Rose's paper-and-pencil version, the subject had to rapidly make

pencil marks in circles of decreasing diameter and increasing distance arrayed to the

left and right on a response sheet; slopes and intercepts of the movement time function

were estimated by least squares regression. There was also a "control" task in which

time to "tap" back and forth across a vertical line was measured. Control times, inter-

cepts, and slopes all had quite high reliabilities (ranging from .62 to .83). Although

control times and intercepts showed practice effects over three days, slopes did not.

In our factor analysis of Rose's correlations, the slope (but not the control time)

loaded on factor ROSE-B which we interpret as a Movement Control factor, along with

mean time in a Letter Search task which could have involved speed and accuracy of

performing directed movements to make pencil marks. There were no sex differences.

ECTs Classified Under Paradigm 3 (Evaluation/Decision)

Several ECTs occurring in the studies surveyed here classified under Paradigm 3,

perhaps for want of a better place to classify them; we are in fact somewhat dubious

about some of the classifications. In all the cases, however, it can be argued that

the subjects were required to make some judgment or decision about a stimulus
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presentation. Either the speed or the accuracy of these judgments, or both, could be

observed, and the judgments were not comparisons such that the ECT would be classified

under Paradigm 4.

A Dichotic Order Judgment Task

In Hunt, Lunneborg, and Lewis's study (1975, Expt. 4, pp. 206-209), data are re-

ported on a task deriving from the work of Day, Cutting, and Copeland (1971) in which

subjects were required to report which of two sounds, presented dichotically and with

a minimum lead time (50 msec) between the two sounds, was heard first. Day et al. had

reported that right-handed subjects are biased toward perception of stimuli in the

right ear as being the lead stimuli, when the stimuli are speech sounds. This accords

with the assumption that speech stimuli are processed by right-handed people in the

left brain, and that any auditory stimulus is received in the contralateral hemisphere

before it is received or processed in the ipsilateral hemisphere. In contrast, a left-

ear advantage had been found (again for right-handers, presumably) for the perception

of dichotically presented non-speech stimuli such as pure tones of varying pitches.

Day had further reported "striking" IDs in the extent of this bias. Hunt et al. specu-

lated that the IDs might be associated with verbal ability. If "high" verbals trans-

mitted information faster, they might have less right-ear advantage. The actual data

reported by Hunt et al. were collected by Poltrock for three groups of 16 subjects each,

"high," "middle," and "low" in verbal ability as measured by a scholastic aptitude test

in use at the University of Washington. No handedness data are reported for these sub-

jects, but one may presume that most were right-handers.

Two stimulus tapes were used, both provided by Ruth Day; the "speech" tape con-

tained 48 pairs of stimuli consisting of all possible pairs of the sounds /ba/, /da/,

and /ga/, each possible pair being presented twice in both possible orders, at each of

two lead times (50 and 100 msec), with the leading sound being presented at each of the

two ears (i.e., 3 x 2 x 2 x 2 x 2 = 48 pairs). The "non-speech" tape was constructed

similarly, the three non-speech sounds being a buzz, a hiss, and a tone. Results were

reported only for the pairs with the 50-msec lead time, the l00-msec lead time being
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"easy" and included in the task "mainly as a motivator." Maximum possible correct would

therefore be 12 for each ear or a total of 24 for each tape. Reading from Hunt et al.'s

Figures 3 and 4 as accurately as we can and doing some arithmetic, we may present the

approximate mean scores and percentages for the three groups, as follows:

"Left Ear
Lead stimulus: Left Right Total Advantage"
Maximum possible: 12 12 24 (Left minus

t Right)

Verbal ability:

Speech Sounds

High 6.05 (50.4%) 5.65 (47.1%) 11.70 (42.7,) 0.4

Middle 4.15 (34.6") 6.45 (52.7%) 10.60 (44.2%) -2.3

Low 3.10 (25.8%) 6.10 (50.8%) 9.20 (38.3%) -3.0

Non-Speech Sounds

High 7.15 (59.6%) 7.05 (58.7%) 14.20 (59.2%.) 0.1

Middle 8.10 (67.5%) 6.30 (52.5%) 14.40 (60.0%) 1.8

Low 8.10 (67.5%) 7.20 (60.0%) 15.30 (63.7%) 0.9

From these data, Hunt et al. report that high verbals were more accurate in the

perception of speech sound order, but that no difference was found in accuracy of per-

ception of non-speech sounds. They also report that the interaction between stimulus

type and verbal ability was significant at the .01 level. They graph the "left ear

advantage" scores and point out that "both the low and middle verbals show the sort of

advantage that would be expected given the type of stimulus," while "the high verbals

show no advantage." The interaction between ear of first stimulus and level of verbal

ability is reported to be significant at the .025 level. The finding is claimed to con-

firm the hypothesis that "high verbal subjects are unusually sensitive to the order in

which speech information enters STM" (p. 209).

On examination, these interpretations seem strange in the light of the results

previously reported by Day et al. For one thing, one would have expected a striking

right ear advantage for the group of subjects as a whole, for speech stimuli. The right

ear advantage (the inverse of the left ear advantage, of ccurse) was modest, and was
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maximal in the low verbal group. The left ear advantage for the non-speech sounds was

also modest, if it was significant at all, and showed no consistent trend as a function

of verbal ability (perhaps it would not be expected to show any such trend in the light

i of theory). The relatively low success rates for all stimuli and ability qroups are

also striking. For speech sounds that led in the right ear, success was only around

50%. Success rates were markedly lower than this only in low and middle ability groups

when the leading stimuli were in the left ear. In the light of the theory, the results

suggest that as ability decreases, there is increasing difficulty in processing stimuli

in the right brain. In view of the fact that high ability subjects were successful only

at about the level of 47% with right-ear-leading speech stimuli, it seems difficult to

conclude that high verbal subjects are "unusually" sensitive to the order in which
.. . .... • ..

speech information enters STM. The results are also difficult to interpret because we

have no information to judge the level of chance success, which would be somewhere be-

tween one-third and one-half, depending on whether subjects always reported at least

one of the sounds actually presented or might frequently report neither of the sounds

actually presented.

Because of the probable unreliability of data from this ECT, it is unlikely that

any score derived from this task would be of use in measuring any important cognitive

ability. We have no direct information about the reliability of scores, and no informa-

tion about possible practice or training effects. No measure from this task was in-

cluded in Hunt et al.'s factor analysis. The task was, however, studied by Lunneborg

(1978) and some information on correlations of its variables, generally low, with

psychometric measures is available from that study. Lunneborg also used an analogous

Visual Temporal Order Judgment task; a Left Visual score, but not the Right Visual

score, had moderate significant correlations with Vocabulary (.25) and Performance IQ

(.37).

Lexical Decision Tasks

The lexical decision task is classified under Paradigm 3 because the subject's task

is to judge whether a string of phonemes or graphemes (almost always the latter) is a
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word in the subject's native language. Both speed and accuracy can be observed. The

task was introduced by Rubenstein (Rubenstein, Garfield, & Millikan, 1970) to study

properties of subjects' modes of access to the "internal lexicon" in long-term memory;

the task has also figured in studies of reading behavior. Individual differences in

lexical decision performances have received relatively little attention. The most

obvious individual difference variable to consider in this connectior, is vocabulary

knowledge (as would be measured by tests of the well-known V-factor). Butler and Hains

(1979), looking at RTs in a lexical decision task, find that vocabulary knowledge inter-

acts with word length, word frequency, and age-of-acquisition, in the case of words, and

with status of the stimulus as a word or non-word. In the case of words, high-vocabulary

subjects take slightly longer for short words, but less time for long words, than low-

vocabulary subjects. In the case of non-words, which have uniformly longer RTs than

words, high-vocabulary subjects take uniformly longer than low-vocabulary subjects.

Thus, for relatively long and rare words, high-vocabulary subjects are quite fast at

recognizing letter strings as true words, but they linger longer over non-words, as if

engaged in a more exhaustive search of the lexicon. Nevertheless, these authors point

out that a considerable portion (roughly 37%, they say) of the variance in their results

is due to individual differences that cannot be accounted for by differences on their

vocabulary test. This leaves open the possibility that the individual differences could

be associated with any of the several sources of IDs in cognitive performances that we

are examining here. Investigations of this matter would, however, have to control for

word length, frequency, and age-of-acquisition along lines suggested by the Butler and

Hains results. Also, correlations with reading speed should be investigated.

Some of the variables observed in the "Meyer" (Meyer, Schvaneveldt, & Ruddy, 1974)

task used by Rose and Fernandes (1977) constitute lexical decision RTs. Apparently (the

report is not completely explicit on this point) the variables "Word" and "Non-Word"

appearing in their correlation matrix, and used in our factor analysis, are RTs to the

first string presented in the successive presentation of two words. (Perhaps unwisely,

in our factor analysis we did not use a further variable, Encoding Facilitation, derived
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from the "Meyer" task because its correlations with other variables seemed relatively

small. We will not describe or discuss the results coming from the second members of

the pairs because they seem irrelevant to the present discussion.) The "word" and

"nonword" RTs correlated .64 on Day 1, and .73 on Day 2; nevertheless, these variables

did not define a specific or "doublet" factor in the analysis, but appeared with fairly

substantial loadings on factor ROFE-B, which we have interpreted as a factor of Speed

of Semantic Decisions, along with variables from several other semantic decision tasks

to be discussed subsequently. Since the Rose and Fernandes study did not have measures

of vocabulary knowledge, reading speed, or other more traditional intellectual vari-

ables, it is impossible to say whether this factor ROFE-B is essentially the same as

the familiar V-factor, or represents variance over and above V-factor variance. Con-

sidering the fact that the "Meyer" task used by Rose and Fernandes used only fairly

short and (apparently) relatively common words, there is a strong suggestion that some-

thing over and above vocabulary knowledge is implicated in the "Word" and "Non-Word" RTs.

Certain results concerning the "Word" and "Non-Word" variables are of interest (from

Table 10, Rose & Fernandes, 1977, p. 57):

"Word" RT "Non-Word" RT

Day l Day 2 Day I Day 2

Mean 736 647 916 756

Median 715 634 848 737

Standard deviation 112 74 252 113

Reliability (Day 1-Day 2) .66 .53

Apparently, the reduction in means, medians, and standard deviations from Day 1 to Day 2

is associated with use of precisely the same series of stimuli on the two days, result-

ing in what appears to be a practice effect. The low reliabilities may be associated

with the relatively small number of items (20); reliability could undoubtedly be in-

creased by lengthening the test. One problem with this test, like others considered

here, is that it is undoubtedly partly a measure of reading or word recognition time.
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Other Semantic Decision Tasks

Two other tasks studied by Rose and Fernandes (1977) may be considered here. The

"Collins and Quillian" task (Collins & Quillian, 1969; Landauer & Freedman, 1968) was

originally introduced to test certain theories about "semantic memory"; it is based on

the idea that lexical retrieval time will be a function of the distance between two con-

cepts (e.g., between cod and fish, or between salmon and animal) in terms of set-

superset and associated property relations. While there have been difficulties in con-

firming any such hypothesis (Smith, 1978), the task remains of interest as a way of

measuring speeds of cognitive processes from an individual differences standpoint. The

Collins and Quillian task includes both "instance-category" judgments and judgments of

"property relations" (e.g., Shark-Dangerous, for an immediate relation, vs. Barracuda-

Breathes, for a more distant relation). It could possibly be better classified under

Paradigm 4 because it may demand an implicit comparison process, but we have classified

it here because stimuli are presented as single entities for evaluation, in the form of

sentences like "A shark is dangerous" or "A barracuda breathes." Sentences requiring

positive and negative responses are included with equal probabilities.

Undoubtedly, RTs include reading times and there is a good possibility that this

task is simply another measure that is strongly influenced by reading speed. Rose and

Fernandes made no attempt to control for subjects' reading speeds, and the variables

derived from this task tended to correlate with variables, from other tasks, that may

have reflected reading speeds. Rose and Fernandes derived two types of variables from

the task: the intercepts and the "slopes" of functions relating RTs to the presumed

semantic set-superset or property distance between concepts. Inspection of their corre-

lation matrices for Day I and Day 2 data show that the slopes had little correlation

with each other, with the intercepts, or with any other variables. Indeed, the slopes

had Day 1-Day 2 reliability coefficients of only .21 (Superset items) and .16 (Property

relation items). The slope variables are therefore probably not of interest from an

individual differences standpoint, and the results tend to deny the theoretical validity

of the slope concept in the case of this task. The intercepts, therefore, probably
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reflect the overall speed with which the task is performed. These intercept variables

have reliabilities of .69 (for the superset variable) and .73 (for the "property"

variable) and appear fairly strongly on factor ROFE-B which we have interpreted as

speed of semantic decisions. Some distributional statistics are as follows:

Superset Property

Day l Day 2 Day l Day 2

Mean (msec) 1035 1017 1118 1121

Median 1005 1004 1081 1115

Standard deviation 205 220 257 248

Practice effects were not significant, according to Rose and Fernandes (1977, Table 9,

p. 53), as is obvious from inspection of the data.

The "Baron" task (Baron, 1973; Baron & McKillop, 1975) studied by Rose and Fernan-

des (1977) is one in which the subject must judge visually presented sentences or

phrases as "sense" or "nonsense" depending on instructional condition. In the SH

(sense-homophone) condition, a phrase like "It's knot so" is to be regarded as "non-

sense" because it is incorrectly spelled. In the HN (homophone-nonsense) condition

such a phrase is to be considered as "sense" because it makes sense when spoken, as

opposed to a sentence like "The knife is pull." In the SN (sense-nonsense) condition,

a sentence like "Please cash my check" is "sense" and one like "A deck of carts" is to

be regarded as "nonsense." In any block of trials, "sense" and "nonsense" stimuli

appear with equal frequencies. The basic data are mean RTs (by key press) for each

phrase type (S, H, N) as a function of condition, and are combined to generate overall

condition times (SN, SH, and HN). These latter variables were used in our factor

analysis of Rose and Fernandes' correlation matrices for Day 1 and Day 2. The ratio of

SH time to HN time, presumed to provide a basis for classifying subjects as "visual"

(low ratio) or "phonemic" (high ratio) in their approach to word encoding was not used

in the factor analysis because of its dependence on the basic variables; also, it ex-

hibited few significant correlations with other variables in the matrix, perhaps

because none of the other tasks was designed to measure differences in visual vs.
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phonemic encoding. Distributional statistics on the RTs for SN, SH, and HN times are

as follows:

SN SH HN

Day 1 Day 2 Day l Day 2 Day I Day 2

Mean (msec) 1205 1193 1289 1187 1579 1423

Median 1172 1181 1250 1165 1558 1450

Standard deviation 246 197 300 241 306 235

Reliability .83 .90 .47

Significant Day I - Day 2 practice effects were reported for the variables SH and HN,

but not for SN. The SH and SN measures appeared with strong factor loadings on factor

ROFE-B on both Day 1 and Day 2; the third variable (HN) had loadings of .47 and .56 on

this factor on the two days, respectively; perhaps these lower loadings reflect the

variable's lower reliability. We interpret factor ROFE-B as measuring Speed of Semantic

Decisions, but its involvement with reading speed and general verbal ability should be

considered as a possible aspect of its interpretation. In future studies, any variance

reflected in the ratio variable SH/HN would have to be investigated in conjunction with

other tasks designed to measure visual vs. phonemic word decoding, such as those used

by Frederiksen (1978). The variance of this variable was small (S.D. = .09) and it had

a reliability of only .37. Note that none of the variables SN, SH, or HN loaded on

factor ROFE-A that we interpret as Speed of Mental Comparisons.

ECTs Classified Under Paradigm 4 (Stimulus Matching/Comparison)

This category contains a large number of ECTs that have received detailed attention

in experimental cognitive psychology in recent years. It includes, for example, the

so-called "Posner" letter-matching task (Posner & Mitchell, 1967), the "Sternberg" STM-

memory search task (Sternberg, 1966, 1975), and the Clark and Chase (1972) sentence

verification task. These tasks, and ones like them, occur in numerous variants, and

IDs in their performance have received extensive though hardly exhaustive treatment.

For convenience in our discussion of them, they are taken up according to the presumed
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kind of memory from which the compared representations are drawn, and according to the

types of contents that are compared. Attention is also paid to certain variations in

experimental procedure that may possibly show influences on results, for example, the

simultaneous vs. successive presentation of stimuli to be compared or of stimuli

constituting the memory set in the Sternberg task.

The largest category of these tasks is comprised by those that require comparison,

in immediate working memory, of pairs of stimuli that are presented either simultaneous-

ly or successively. The Posner task and its variants are included in this category.

Another relatively large category includes tasks, such as the Sternberg task, that in-

volve entry of a series of stimuli into short-term memory and subsequent comparison of

a "probt." stimulus with the contents of working memory. Further tasks can be classified

as those involving recognition of stimuli presented to immediate memory that have also

been entered into memory over a somewhat longer period, even those residing in

"long-term" memory.

It is noteworthy that the stimuli involved in ECTs classified here are almost ex-

clusively visual (except in certain variants of the Sternberg task). The realm of

auditory stimulus comparisons seems to be virtually unexplored from an ID standpoint.

The several ECTs considered here have been used to address various issues in

cognitive psychology, e.g., in the Sternberg task the question of serial vs. parallel

processing, and in the Clark and Chase task the processes involved in sentence compre-

hension. We shall omit discussion of such questions except as they pertain to matters

of IDs in performance.

Comparisons of Visual Shapes (Including Letters) for Physical Identity

Use of the Posner task has figured prominently in the literature concerned with

relations between simple cognitive performances and "psychometrically" defined "intel-

ligence," "verbal ability," and "reading ability" (Hunt, 1978; Hunt, Lunneborg, &

Lewis, 1975; Keating & Bobbitt, 1978; Jackson & McClelland, 1979). (We place these

terms in quotation marks to signify concern as to their exact meanings.) The Posner

task typically calls for same-different judgments about visually presented alphabet

146



Ii

letters; the letters are either in the same case (upper or lower), or in different cases;

the instructions are either to compare the letters for "physical" identity or to compare

them for "name" identity (same letter, regardless of case). Obviously, comparison for

physical identity can be done without reference to the names of the letters; in fact,

this part of the task could be performed readily by individuals with no familiarity witi

the Roman alphabet, but a question as to how familiarity with the Roman alphabet may

influence physical identity judgments can still arise. (Research not concerned with IDs

has sometimes utilized comparisons of letters in alphabets that are unfamiliar to the

subjects; Posner & Mitchell, 1967.) More generally, one can inquire what abilities are

involved in judging identities of shapes of any type, considering letters of the alpha-

bet, or letter strings (words, pseudowords, etc.) as special cases, without regard to
the possibly independent abilities involved in accessing symbol-codes in long-term

memory. The existence of such abilities is a separate problem, addressed below. On the

other hand, neuropsychological evidence may argue against considering shape comparisons

and symbolic letter-comparisons in the same category.

From the perspective of this review, the data available for drawing conclusions

about visual comparison abilities are extremely fragmented and incomplete. Even to as-

semble consistent and reliable information about the central tendencies and variances for

"same" and "different" RTs for normal adult subjects is virtually impossible, to say

nothing of relating these differences to performance on other ECTs or on psychometric

tests.

We have not delved into what is undoubtedly an extensive literature on shape-

similarity judgment (a literature that generally ignores IDs) but some information is

available from the literature surveyed here. To get in impression of the degree to

which the nature of the visual shapes being compared may influence same/different IDs,

we array a number of results in Table 4 according to increasing mean or median RT for

"same" judgments or for "same" and "different" judgments combined. (Many authors com-

bine data for "same" and "different" judgments because the same effects are observed

with the two types of data. We feel that it would be desirable to consider them

147



Table 4

Reaction Times to Physically-identical Stimuli Compared for Physical (Name) Identity

Ett. Simul. or Mean or Median
Task Instr- Group or ViI. Successive Raction Time

X* Study (items compared) uction Occasion Aogl Preseat'n "Same" combined "Diff."

Cooper (1976) Shapes Phys. Type I subjects 20 Succ. 365 -- 425

(1) Wingfield (1968) Picturts Phys. 60 Succ. -- 450 --

Jackson & McClelland Simple patterns Phys. Fast readers .570 Simul. 450 -- 469
(l970 )

(2) Hock.Gordon,C. Gold(1975) Letters Phys. "Structural Ss" .750 Simul. 443 .. ..

(3) Jackson C McClelland Letters Name Fast readers .570 SImul. 492 -- 592
(1979)

Jackson 1 McClelland Simple patterns Phys. Aver. readers .570 Simul. 506 -- 532

(4) HockThrockmorton C Words (same case) Name .750 Simul. 521 .. ..
Colombo (1976)

(5) HuntLunneborg G Letters Name High verbal I Simul. 524.5
Lewis (1975)

(6) " Letters Name Low verbal ? Simul. 542.8 .. ..

(7) Rose C Fernandes(1977) Letters Phys. Day 2 ? Simul. 547 -- 693

(8) Jackson C McClelland Letters Name Aver. readers .570 Simul. 558 -- 690

Allen.Rose & Krme..(1978)Letters Phys. Day 2 .30 Sliul. -- 580 --

(9) Rose C, Fernandes(1977) Letters Phys. Day I ? Simul. 585 -- 761

(10) Keating C Bobbitt(lOT8) Letters Phys. High ability Age 17 1? Simul. -- 586 --

(11) Bisanm.Danner F, Pictures Phys. 19-yr-olds 70 Simul. 589 -- Woi
Resnick (197Q)

(12) Hock.Gordon t, Gold(1975) Letters Phys. "Analytic Ss" .750 Simul. 591 .. ..

Cooper (1976) Shapes Phys. Type 2 Ss 20 Succ. 640 -- 600-785

(13) Keating C Bobbitt(1978) Letters Phys. Aver. ability Age 17 ? Sinul. -- 643 --

(14) Hunt.Lunneborg C. Lewis Letters(card sort) Phys. High verbal ? Simul. -- 684 --

Allen,Rose , Kramer Letters Phys. Day I .30 Simul. -- 710 --
(1978)

(15) Hunt.Lunneborg & Lewis Lettersicard sort) Phys. Low verbal ? Simul. -- 717 --

(1b) GoldbergSchwartz & Words Phys. High verbal ? Simul. -- 732.8 --

Stewart (1977)

(17) Words Phys. Low verbal ? Simsl. -- 86.7 --

Jackson f McClelland Dot patterns Phys. Average readers .,o Simul. -- 1230 --

Dot patterns Phys. Fast readers .9
°  

Simul. -- 1256 --

-Numbers indicating match with data sets in Table 5.
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separately if only because there are systematic differences between "same" and "differ-

ent" RTs.) It may be assumed that the data are always exclusively for correct judgments.

In all cases, RTs include both decision and movement times; we have not found studies

of the Posner task that distinguish these times. All data are for "adult" groups (age

17 and up); they include results for the Posner task in the physical identity instruction

condition, and for the name-identity instruction when the stimuli are actually the same

physically, because there is some evidence (Bisanz, Danner, & Resnick, 1979; Hock, Gordon,

& Gold, 1975) that at least some subjects do not utilize name codes in judging physical

identity of letters. The table does not include data for shape comparisons with rotation.

Data on the visual angles subtended by items compared are given where readily available,

because of the possible importance of this variable; in most other cases, indicated with

a question mark, the visual angles are probably less than 10, as where characters are

presented with commercially available CRT screens.

In interpreting the results, it may be useful to pay some attention to whether the

presentation of the paired stimuli is simultaneous or successive. In simultaneous pre-

sentation (side by side, or one above the other, as occurs in most of the studies) the

RT must include time for encoding both the first and the second stimulus. With succes-

sive presentation (with or without an ISI) the RT includes little or no time of encoding

the first-presented stimulus, and could be expected to be somewhat shorter, on the

average, than that for a comparable simultaneous presentation; data in the literature

seem to confirm this expectation (see Posner, 1978). On the other hand, immediately

successive presentation of visual stimuli in frames similarly centered might introduce

the problem that differences in shapes would be detected on the basis of noticing changes

in some part of the visual field. Also, differences in physical- and name-identity

judgments tend to decrease as the ISI between successive stimuli increases (Posner, 1978,

p. 45). Just what procedure of presentation would be optimal for measuring individual

differences in shape-identity judgments (or in name-identity judgments, for that matter)

is at present undetermined.

The other major problem raised by consideration of Table 4 is the evidence that
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there may be radical and qualitative differences between subjects in their modes of com-

paring visual stimuli. Cooper (1976; Cooper & Podgorny, 1976) has identified two types

of subjects: one group who appear to make fast, "holistic" judgments and whose RTs are

minimally affected by the degree of dissimilarity between paired stimuli, and another

group who make slow "analytic" judgments and whose RTs decrease systematically with in-

creasing dissimilarity. A somewhat similar, but not necessarily identical, group dif-

ference is suggested by the work of Hock and his associates (Hock, 1973; Hock & Ross,

1975; Hock & Whitehurst, 1975; Hock, Gordon, & Whitehurst, 1974; Hock, Gordon, & Gold,

1975; Hock, Gordon, & Marcus, 1974; Hock & Marcus, 1976), who distinguish "structural"

and "analytic" perceivers on the basis of the amount that their RTs are affected by

figural asymmetry or by 1800 rotation of figures. Since neither Cooper nor Hock has as

yet used independent measures of these group contrasts it is at this time impossible to

say whether they correspond to contrasts that might be established by conventional

psychometric tests.

From Table 4 it may be seen that mean or median RTs increase as certain properties

of the stimuli change. At first glance, it would seem that pairs of simple shapes or

pictures of common objects are compared fastest; letters are compared more slowly, on the

average. But letters are most often presented with a much smaller visual angle (e.g.,

on a computer screen, or in print) than shapes and pictures, and visual angle would be

expected to influence recognition accuracy (Purcell, Stanovich, & Spector, 1978). (This

would also implicate the subject's visual acuity or correction therefor.) The effect of

visual angle and related variables, however, has not been investigated or controlled in

the studies surveyed here. RTs also seem to be a function of type of group (High/Low

Verbal, fast/slow readers, "structural" or "holistic" and "analytic" perceivers, by

either Hock's or Cooper's classifications). Hunt (Hunt, Lunneborg, & Lewis, 1975) re-

ported that high and low verbal subjects did not differ significantly in speed of judging

two letters as physically identical, even though there was a trend (12 msec) favoring the

high verbals. Jackson and McClelland (1979, Table 3), however, report significant dif-

ferences with respect to reading ability (which is undoubtedly correlated with verbal
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ability as measured by Hunt), both for their "simple pattern" (+'s and O's) matches and

letters. Fast and slow readers did not, however, differ significantly on their dot-

pattern matching task, thus r.'i , out the possibility that on other, less complex

matching tasks fast and average readers differ because of the sheer amount of information

to be processed. We will return to this matter, and related issues, after we consider

same-different judgments of pictures and symbols that can appear in different shapes,

but with the same name.

Some further data on variances and correlations of visual shape comparison perfor-

mances (still excluding those involving rotation) may be given at this point. The corre-

lation between measures of RT and accuracy on Jackson and McClelland's (1979) Dot-Pattern

matching task was -.71, suggesting that a speed-accuracy tradeoff function was responsible

for much of the variance on this test. These authors discuss the possibility that speed-

accuracy tradeoffs may have affected their other results, but in the end reject it because

fast and slow readers did not appear to have different standards of accuracy. Scores on

their Simple Pattern matching test (with pairs of +'s and O's) had the highest loading on

our factor JAMB-A, along with scores on various other simple matching tests; we interpret

this factor as Speed in Mental Comparisons.

Cory, Rimland, and Bryson's (1977) Comparing Figures test had a loading of .39 on

factor CORB-C, which we interpret as Perceptual Speed. The self-paced section of the

test had little correlation (.33) with the machine-paced version, probably because of low

variance and low reliability; the machine-paced version appeared to be a better measure

of Perceptual Speed, in view of the pattern of its correlations with other tests of that

factor. One would expect a machine-paced format to emphasize speed of scanning and

accurately comparing groups of figural shapes better than a self-paced version, but this

would not necessarily imply that Perceptual Speed is associated with, or identical with,

Speed of Mental Comparisons when those speeds are measured on an item-by-item basis in a

laboratory setting. Perceptual Speed tests usually emphasize a visual scanning or search

process over a series of stimuli, and they would not likely be implicated in single-item

laboratory tests.
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Allen, Rose, and Kramer (1978) studied the Posner task only for the physical match

condition; the RTs had high loadings on factor ALRK-A, interpreted as Speed of Mental

Comparisons.

From the limited amount of evidence thus far available, it appears that individual

differences in speed of comparing visual stimuli for physical identity can be interpreted

as reflecting a factor of Speed of Visual Mental Comparisons. The status of this factor

relative to other kinds of speed factors in cognitive performance is as yet very unclear.

Error rates in visual comparisons, at least simple ones, are generally very low,

and the literature surveyed yields little or no information about the relation of

accuracy scores to other kinds of IDs.

Comparisons of Visual Shapes for Identical Values or Classifications

Characteristic of the Posner task is the use of a "name identity" condition in which

two shapes that may be physically different are compared for identical symbolic values.

Usually, the shapes are alphabetic letters, occurring in either upper or lower case, but

Bisanz, Danner, and Resnick (1979) have introduced a task in which the stimuli are pic-

tures of the same thing in different aspects (e.g., an open and a closed umbrella).

Table 5 arrays what "normative" data seem to be available concerning the speeds of such

comparisons when the stimuli are physically not identical. The basic question that will

be addressed in this section, however, is whether IDs in comparing visual shapes for

identical symbolic values are distinguishable, from a correlational standpoint, from IDs

in comparisons of shapes for physical identity. In theory, and logically, comparison of

shapes for identical symbolic values involves an additional cognitive process, that of

finding the name codes for the shapes being compared. It is conceivable that there are

individual differences in rates and amounts of success in finding such name codes, inde-

pendent of rates and amounts of success in performing whatever mental comparisons are

involved.

If we compare corresponding data in Tables 4 and 5 (using the numbers assigned to

indicate comparable data sets), mean or median RTs for comparisons for identical symbolic

values or classifications of non-physically identical are always larger (slower) than for
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Table 5

Reaction Times to Nen-Phvsically-ldentiral Stimuli Compared for Identical Symbolic or Categoric Value

Mean ornMedian

Lot Sisal, or IecimTm
Task Iasr- Group or Via Succeosve ________________

s toy(items compared) uction Occasion Angle Presents "Same' Combined '5if2.

(Il Wisgfield (IOM)) 'ane-picture Name on Suret. 5431.5 5 13 524

( 21 Hock,Gorlon.Vold(l'l751 letters Name "Structural Ss" .750 Sinol. 552 -- --

3) Jackson 'C McClellandt1Q7Q( Letters Nwm Fast readers .570 Simul. 5(5 1SQ

(4) (lock .Throcknoron.Colenbo (Verd..nined Name .75O Stiul. 563 -
10470, Cases

((sn.t.Lusneborg.:eisl'l75) Letters Nam Sigh verbal S Sms). :41H. I - -

log aboan. PeleIvNr inotl'107l) Category wrd- Instasce ' Sscc. ~ oo1 o~s o7d
picture

(7) Rose ' Fervandes) 1077) Letters Name Day 2 7 Sitnsl. o2q5 - Q

to) I)Iusnt,(Iusnnel'o rg. Lewnstl1075) letters Nam Loin verbal ? Simil. 03.7 - -

(Id) henting , Ilobbilt (1078) Letters Naew High ability Age IT7 Sins)l. -- 43

llgba.elersu'7) Category word- Instance ? Sue. 02 t, 't

IQI Hose C Fecsatsdestl'l?7) le Ite rs Nam Say I Sintul. (4(4 ol

( 1) jack so.McV IelsI nd ( 17"11 letters Name Average readers .57' Siesl. m'51 olioN

1I 11) ssans.lPaser.HesirckU'
5
7Q Pictures Nlm- 70 Simiul. 0--7 -- t.8

04A) ))viuntog~esd7( ltters Nams Sigh verbal S Sissul. -- -37 -

(card sort)

12) (lsrk.1terdov.Gsldtl10751 letters Name 'A.8ati Sn" * 510 SinaIl. 74V --

Roise f Feroandes( IQ77) letters Vowel Say 21 Smfut. 771 - - trQ3
rat.

k13) Kentlsni.lRobb ittU l( k lI ettervicard sort) Nane Aerability Age 17 ? Simul. -- 70" -

ishssMrlelsdQ7( Words Meaning Fast readers 5.70 AScI. 7W5 -- ('

15 )Iu't.lsIsnncorq.lenls, ilW"S I Letters Nnm- Lea verbal Simnil. 003 6N) -

(card sort S
Ia);. edberg.Srhnnrt,. '.

Stew art 1('(771 Itesphoe nerds ('ron. lhgh verbal ' Sims)t. -- ((. 3 -

Noeenne V '7 a Letters Ise 1 a I) ' Sims) S(( 4-

Ioldbe rs.Schwsrt. at )eoy- s I rev lowHig verbal S InsI. IN 114 --

jahoM~eladI(N soorda P'rot. 4ast readers .570 Sisil. lo- 122 4.-

(tth) G~oldb1erg. Schwa rt. I Cat or Intare . s,.erbal 7 Simil. -- 1027 --

S tewart t10~77 intac

Jachson.McClellndI(T0i Paeadinords Prom. Aver, readers *575 Sm. -- 131,5

aNsumbers indirating match with data sets in Table 4.
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comparisons for identical physical shape. This fact supports the hypothesis that the

former comparison involves one or more additional processing steps as compared to the

latter, but it does not tell us anything about the character or number of these additional

steps, or whether they proceed in parallel or in serial with physical comparison processes.

Also, the conclusion depends at least partly on the assumption that comparisons of physi-

cal shapes are less likely to involve use of name codes. One possibility is that when

stimuli are perceived as having name codes, they are used even in comparison of physical-

ly identical stimuli, but since both stimuli evoke the same name code, the FICORP process

that applies to one stimulus is the same as the one for the other, and thus needs to be

operated only once (or perhaps twice, but in parallel). In contrast, where the stimuli

are not physically identical, two FICORP processes must be operated, one for each stimulus.

Another possibility to be considered is that subjects differ in the extent to which they

use name codes in comparing physically identical stimuli.

Various models can be and have been proposed for the processing of comparisons in-

volving physical codes, name codes, or both. Posner and Mitchell (1967) originally

introduced a simple model in which accessing a physical code occurs in both physical and

name matches, but accessing a name code occurs only in a name match task. One could

also propose a model in which access of name codes is the same process as access of

physical codes, but takes proportionally longer. Arguing against both of these models

are various types of evidence that accessing of physical codes and of name codes can be

manipulated independently. Posner (1978, p. 38) now favors a "horse race" model whereby

the two types of process proceed in parallel, simultaneously; which one is first suc-

cessful depends on parameters under the experimenter's control.

Some information about the nature of code-accessing processes is given by the mag-

nitudes of the differences between physically identical matches and symbolic or categori-

cal matches, but the data available to evaluate these differences are meager. Averaging

over any separate groups represented in the data sets, and then over data sets, these

differences are found as follows (data from Jackson and McClelland's, 1979, Homonym and

Synonym matches are not included in these comparisons because they had no pure word
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matching task data to provide baseline information):

msec msec

Word names 62 Word pronunciations 187

Picture names 85 Word meaning categories 287

Letter names 97

However, there is evidence that on an individual subject basis, these differences may be

correlated with some kind of ability as measured by tests of intelligence, verbal ability,

or reading ability. The first question that may be posed is: Do these differences arise

solely from a correlation of general speed of processing with some component of the mental

ability scores, or are the differences at least in part independent of speed of mental

comparison (as measured in a purely physical match task)? That is, do the symbolic match

tasks measure some aspect of IDs that is qualitatively different from speed of mental

comparison? (A further question, considered later, has to do with what aspect of mental

ability scores is associated with either physical c symbolic code accessing speeds.)

We have tried several approaches to answering this question. One approach is based

on examination of certain comparative data plotted in Figure 8. This figure plots, for a

number of data sets, the mean or median RTs for responding "same" (or in some cases, com-

bined data for "same" and "different") to stimuli that are physically identical against

similar RTs for responding to stimuli that are physically different but have the same

symbolic or categoric values. Usually the former values are collected under physical-

identity instructions, but not always. The latter values are collected in every case

under instructions to respond on the basis of some specific type of identity other than

physical (word-name, word-picture correspondence, letter name, same pronunciation, or

same word category). The figure was constructed, in the first instance, to study the

magnitude of the difference between physical-identity and symbolic identity RTs. As may

be seen, the points follow a general trend in line with what has just been described.

When, however, points from different parts of the same data set were connected, an inter-

esting phenomenon was noted. When the points from different ability groups are connected,

the resulting slopes are much higher than those of the general trend, and also those of
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n
two other data sets, one for a Day 2-Day I practice effect (from Rose & Fernandes, 1978)

and one for a difference between "structural" and "analytic" subjects that may be con-

sidered as reflecting cognitive style or strategy differences rather than an ability

difference. Specifically, the resulting slopes are as follows, first for six ability

group comparisons and then for the two comparisons not involving ability:*

Slope on Group Contrast

Goldberg, Schwartz, & Stewart (1977)
Homophone task 2.67
Category task 2.64

Keating & Bobbitt (1978)
Letter-match task 2.51

Hunt, Lunneborg, & Lewis (1975)
Letter-match task (Computer version) 2.38
Letter-match task (Card-sorting version) 2.00

Jackson & McClelland (1979)
Letter-match task 1.78

Rose & Fernandes (1977)
Letter-match task, Day I-Day 2 1.45

Hock, Gordon, & Gold (1975)
Letter-match task, "Structural" vs. "Analytic" subjects 1.32

It should be noted that in every case, ability (and other) groups are differentiated

on mean RT of the "same" response to physically identical stimuli. From evidence men-

tioned thus far, this is to say that "ability" is to some extent correlated with the

factor interpreted as Speed of Mental Comparison. But if it were only correlated with

that, the slopes of the lines connecting points for different ability groups would corre-

spond to the general slope of the points in Figure 8 for any given task, i.e., it would

be 1.00 or thereabouts. It appears that symbolic match times measure something in

addition to speed of mental comparison, and the more complex the task (as in matching

for homophones or meaning categories), the more it measures this additional factor.

A possible approach to understanding these findings is to consider the factor analy-

sis that we have made of Jackson and McClelland's (1979) correlational analysis in their

Table 5. One virtue in these results is that tiey allow us to consider data for certain

*If one takes the Letter-Matching data as the baseline for Jackson and McClelland's
(1979) Synonym and Homophone Match tasks, the slopes are 2.11 and 2.39, respectively,
for the contrast between average and fast readers.
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tasks that could not be considered in the above analysis. A disadvantage is that they

are based on a rather small N (24), but we are concerned only with the pattern of re-

sults, not with their exact values. For present purposes we use a graphically determined

orthogonal rotation of four factors derived from Jackson and McClelland's data; the factor

matrix is given in Table 6. The orthogonal solution is used here solely in order to

simplify the handling of data in reproducing correlations. Equivalent results could be

obtained, with a little more trouble, from the oblique solution, which we prefer, and

which is given in Appendix A. Factor A is interpreted as Speed of Mental Comparisons;

Factor B, as a Language Knowledge factor; Factor C, Perceptual Speed; and Factor D,

Visual Sensory Threshold.

One important thing to notice about these results is that the reaction time tasks,

loading on Factor A, had essentially zero loadings on the language knowledge Factor B,

but most of the language knowledge variables had small to moderate loadings on the speed

factor. One might have expected the reverse to be the case, on the supposition that the

reaction time variables involved the same kind of accessing of letter and word codes that

might be involved in reading, and that the language knowledge variables would not impli-

cate speed of mental processing. A "Procrustes" analysis of these data embodying the

latter hypotheses failed to produce a satisfactory simple structure.

Given the results as analyzed, we need to take another look at the situation. Note

that it was the simplest types of RT variables that loaded highest on the RT factor A.

The highest loading was for Physical-same letter match, a matching process that could,

logically, be performed with no accessing of letter names. The Simple Pattern match had

a loading almost as high--a variable in which only matches of "+'s" and "O's" were in-

volved. As the task drew upon the more "difficult" types of matches--letter names, word

meanings, and word pronunciations--the loadings decreased. (The findings are not depen-

dent on differential reliabilities; according to Jackson [personal communication] the

reliabilities are uniformly high.) These facts reinforce our belief that Factor A is a

speed of processing variable that emphasizes simple, physical, visual comparisons. In

fact, the more complex types of matches tended to have loadings on Factor C, wnich we
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Table 6

Graphically-Rotated Orthogonal Factor Matrix for Correlations

in Jackson & McClelland's (1979) Table 5 (N = 24 )

Factor Loadings
Variable No.
& Symbol Description A B C D h

9 PHY Physical-same letter match .94 -.06 .16 .11 .92

8 SLM Simple pattern RT .93 .00 .03 -.08 .87

10 NAM Name-same letter match RT .86 .06 .42 -.10 .92

11 SYN Synonym match RT .79 .10 .30 -.01 .73

12 HOM Homonym match RT .62 .02 .32 .07 .50

16 STM Auditory letter span .36 .26 .04 -.30 .29

2 SPEF Short paragraph effective reading speed .38 .85 .21 -.15 .94

1 LPEF Long passage effective reading speed .37 .82 .14 -.03 .83

3 LC Listening comprehension .22 .77 -.05 .22 .69

4 SCV SCAT verbal aptitude .20 .61 .24 -.01 .48

13 AHOM Accuracy on homophone task -.12 .61 .01 -.37 .53

15 Slp Multiple display "slope" .01 .01 .91 -.04 .83

14 MLD Multiple display RT .48 -.02 .79 .05 .86

5 SCM SCAT quantitative aptitude .23 .37 .52 -.10 .47

7 SLT Single letter threshold .07 -.31 .32 .67 .66

6 PSP Peripheral letter span -.08 .00 .11 .47 .23

159



interpret as Perceptual Speed or visual scanning. It is noteworthy that of these, the

highest loading, .42., was for the name-same letter match RT.

The high slopes of name-identity matches on physical-identity matches by contrasting

groups in Figure 8 would represent a high (negative) correlation of ability with a vari-

able formed by subtracting physical-same match RT from name-same match RT. This is in

fact the variable NI-PI used in Hunt's (1978) discussion of correlations between intelli-

gence and cognitive processes. We can estimate the magnitude of this correlation from

Jackson and McClelland's data, but only by making an estimate of the ratio of the respec-

tive standard deviations (not reported by Jackson & McClelland). On the assumption that

this ratio is the same as the ratio of the physical-same mean RT difference (66 msec)

for average vs. fast readers to that for name-same RTs (117 msec), the ratio of standard

deviations may be estimated as I (for physical-same) to 1.77 (for name-same RTs). Apply-

ing a formula for the correlation of differences to the actual reported correlations, we

estimate the correlation of variable 1 (long-passage effective reading speed), oriented

to produce a positive correlation with a NI-PI variable (variable lO-variable 9), as

.478. (The base correlations are ERN = .45, RP = .34, and r.N = .91.) This is even

higher, in absolute magnitude, than the .30 correlation regarded by Hunt (1978) as typi-

cally found. This correlation is a function of the factorial composition of the vari-

ables, and we can better understand it by examining how it could change as we vary factor

loadings. We can approximately reproduce the relevant correlations by vector multiplica-

tion of rows in Table 8, giving reproduced correlations -RN = .43, R= .31, PN = .85.

With the same estimated standard deviation ratio as before, these correlations yield

-:R(N-P) .426.
Now, considering the factor matrix data it can be shown that even if the loadings

of the physical and name match variables on Factor B, and all loadings on Factors C and

D, were assumed to be zero, the size of the NI-PI correlation depends critically not only

on the respective variances of NI and PI but also on the loading of variable I on Factor

A. As that loading increases from 0 to .5, for example, the NI-PI correlation with the

ability variable (variable 1) increases linearly from 0 to .259. But the correlation
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can also increase with certain small changes of loadings of the NI and PI variables on

Factor B, and to a lesser extent, on another factor, e.g. Factor C.

We can conclude, then, that a correlation between an "ability" variable and a NI-PI

difference variable can arise when the ability variable has a significant loading on a

speed of processing factor, that is measured by both the PI and the NI variables, and/or

when these variables have slightly different factor compositions either on an ability fac-

tor or some other factor. In the Jackson-McClelland data, the loading of the NI variable
on the Perceptual Speed factor C has a considerable effect, along with the effect of the

loading of variable 1 on Factor A. When an ability variable has a substantial loading on

a speed of processing factor, one may suspect that the ability variable has a speed com-

ponent. Obviously, variable 1, derived from both speed and comprehension aspects of

reading, has a speed component, as do some of the other variables loading on Factor B.

The estimated NI-PI vs. ability correlations for those other variables are as follows

(using Jackson & McClelland's actual reported correlations):

Variable 2: Short passage effective reading speed .573

Variable 4: SCAT Verbal aptitude .450

Variable 5: SCAT Quantitative aptitude .435

Variable 3: Listening comprehension .148

Variable 2 seems even more affected by speed than variable 1, and has a higher NI-PI cor-

relation. The results for the two SCAT variables are probably explicable on the basis

that nearly all commonly administered aptitude tests including, for example, the Washing-

ton Pre-College test used in Hunt's research, have at least some speed component because

of time-limits imposed, even though the test constructors try to make the time-limits

long enough to allow "most" (e.g., 90%) to try every item. This speed component could

reflect either speed of reading, speed of information-processing (independent of reading

speed), or both. The low and probably insignificant NI-PI correlation for variable 3,

listening comprehension, seems to indicate that this variable, at least, was not speeded

either by design or in actuality. It would have been interesting for Jackson and

McClelland to have presented results for their reading speed and comprehension variables
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separately; our speculation would be that the NI-PI correlation would be high for the

former and very low or zero for the latter.

From this analysis, it appears that speed in matching stimuli for symbolic codes

reflects some ID dimension over and above the speed of mental comparison factor that is

measured by physical-similarity matches. This further ID dimension, however, is not

associated with verbal ability or language comprehension as such, but with some kind of

perceptual speed ability that is incidentally measured, to some small extent, by typical

tests of intelligence, verbal ability, scholastic aptitude, or reading ability. Whether

this latter ability is of any importance in predicting scholastic achievement is unclear;

this is in any event a separate issue that cannot be considered here.

foIf indeed the NI-Pt difference is important (theoretically or otherwise) as distinct

)from the separate variables that generate the difference, there is an empirical way of

determining this. If the NI and PI RT variables are placed separately in a multiple re-

gression solution for predicting some ability variable, ard if the NI-PI difference is

critical, NI and PI should each have a significant regression weight, and the weights

should have opposite signs; ideally the raw score weights should be proportional to +1

and -1, respectively, if the NI-Pt difference is to represent an actual processing time

difference, independent of both NI and PI, that is to predict a negatively oriented

external ability variable. Acting on this logic, one can use Jackson and McClelland's

data to investigate the optimal weighting of NI and PI variables to predict several such

external ability variables. The results are given below; they are based on the assump-

tion, explained earlier, that the standard deviation of NI is 1.77 times the standard

deviation of the PI variable. (This assumption, however, is not critical to the results,

in the sense that it does not affect signs, multiple correlations, or significance levels.

It is critical only to the relative magnitudes of the b-weights.) The entries in the

columns for NI and PI are their raw-score regression weights (D) for predicting the

external variables indicated in the respective rows. Further columns list the multiple

correlations (R) and their significance levels (p). The significance levels for the

b-weights are indicated with asterisks: (*) means p < .05; (*) means p < .01.
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b-weights

External Variables (all negatively oriented) NI PI R R

Long paragraph effective reading speed .46 -.40 .48 .06

Short paragraph effective reading speed .65** -.73 .58 .01

Listening comprehension .08 .03 .17 .74

SCAT Verbal composite .58* -.75 .47 .07

SCAT Mathematical composite .50 -.56 .44 .11

What is interesting about these results is that for all the external variables ex-

cept Listening Comprehension, the b-weights for NI and PI are indeed approximately pro-

portional to +1 and -1, respectively. Unfortunately, in no case are both of the b-weights

statistically significant, as would be required by our logic. This is probably due to the

low statistical power inherent in the small sample size. Nevertheless, the results sug-

gest (but do not prove) that the NI-PI variable may have some independent validity.

This multiple regression analysis, incidentally, does not depend on any assumptions

about the factorial composition of the variables; it utilizes all the covariance avail-

able, whether it be of a common factor or specific factor nature. At the same time, the

analysis suggests, again, that the NI-PI variable is relevant only in predicting external

variables that contain a speed component, and that it is not relevant in predicting vari-

ables measuring pure verbal knowledge or language comprehension. This statement does not

exclude the possibility, indeed the probability, that the NI-PI variable, whatever it

measures, is an important component of reading speed, as Jackson and McClelland (1979)

argue.

Space does not permit a detailed examination of all the reports concerning NI-PI

differences and the possible correlation of these differences with ability variables.

There are a number pf points to consider in assessing this literature; it is not known

which if any of these points is critical:

1. The variables used, with regard to whether only RTs for "same" responses are

utilized, in either physical or symbolic comparisons, as opposed to RTs for "different"

responses, whether or not separately obtained under physical-identity and name- or

symbol-identity instructions.
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2. Whether non-linear (e.g. reciprocal or logarithmic) transformations of the RT

variables would produce more significant results than the raw variables, and if so, what

theoretical justifications could be advanced for such transformations.

3. Whether simultaneous or successive presentations of the paired stimuli are

given. As may be seen from Tables 4 and 5, nearly all studies have utilized simultaneous

presentations; Hunt, Frost, and Lunneborg's (1973) early study is one exception. Also

pertinent here is the extent of any ISI inserted between successively presented stimuli.

The extent and possibly the meaning of the NI-PI difference may change as the ISI varies

(Posner, 1978, p. 45). Possibly Hogaboam and Pellegrino's (1978) failure to find a NI-PI

correlation with SAT scores came about because their experimental procedure involved

in effect successive rather than simultaneous presentation, with an indeterminate ISl.

Their failure may also have come about because the first presentation was of a category

name that, in effect, the subject did not have to retrieve for the comparison with a

word or picture.

4. Whether decision time was measured separately from movement time. We have not

found studies of the stimulus matching task that have distinguished these aspects of

measured reaction time.

5. Considerations of visual angle and illumination of presentations. Acuity fac-

tors may be more critical for symbolic or category judgments than for physical matches,

although it seems unlikely that acuity factors would be related to ability differences.

6. Most importantly, the possible involvement of a significant speed element,

however small, in an "ability" variable that is correlated significantly with an NI-PI

difference, where the speed component rather than any level of mastery component

accounts for most or all of the covariance. This point implies that separate speed and

level of mastery components in ability measurements must be identified and used as

variables in future research.
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Comparisons of Visual Shapes Involving Reflection or Rotation

Many psychometric measures of the factors Spatial Orientation and Spatial Visuali-

zation have employed tasks requiring the subject to "mentally" rotate or reflect a

stimulus in order to make a comparison with some presented stimulus, or to recognize

the orientation of a stimulus, but the dimensionality of these "spatial" abilities has

never been very clear (Ekstrom, French, & Harman, 1979). These are complex tasks and

it is possible that they draw upon a number of cognitive processes. The nature of these

tasks might be clarified through experimental studies.

First indications that it might be possible to pin down parameters of spatial abil-

ities through experimental investigation came through studies such as those of Cooper

and Shepard (1973) and Shepard and Feng (1972). Cooper and Shepard's report includes

separate functions for "fast" and "slow" subjects in the task of determining whether a

letter (such as R) is presented in its normal form (R) or reflected (3) after rotation

through a given number of degrees. The interpretation was that subjects differed in the

speed (degrees per second) with which they "mentally rotate" a stimulus. In their

study, the average speed was about 482" per second with (what we would estimate as) a

standard deviation of about 160' over subjects.

Tasks involving rotation or reflection have been investigated in a number of the

studies surveyed here. Rose (1974) and Allen, Rose, and Kramer (1978) used a paper-

and-pencil form of the Cooper-Shepard task. Rose established substantial reliabilities

(.71, .74) for mean scores on his task; Allen, Rose, and i.,amer found reliabilities

(Day 1 vs. Day 2) of .64 for an intercept parameter and .75 for a slope parameter (both

for scores that excluded errors). In our factor analyses of their data, however, the

results are unclear, probably because there were not sufficient marker tests for the

rotation parameters (intercept and slope). The mean score for Rose's test tended to

correlate with simple reaction time. In Allen, Rose, and Kramer's study we found the

intercept of the RT/rotation function correlating primarily with sentence recognition

and recall scores on Day I (Factor ALRK-D), but not on Day 2. The slope parameter

correlated with variables measuring Speed of Mental Comparisons (factor ALRK-4), again
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only on Day 1. The conmnunalitie 'of both parameters on Day 2 were very low, possibly

because (as Rose suggests) subjects did not really learn to perform the task properly

until Day 2; on Day 2, therefore, their perfornmance was no longer affected by simple

reaction time processing speeds.

The rotated/reflected letters task has also been studied by Hock and his associates

(Hock, Gordon, & Gold, 1975; Hock, Gordon, & Marcus, 1974; Hock & Marcus, 1976). They

find that subjects differ in the xtent to which their performance is affected by rota-

tion, and use this difference to classify subjects as "analytic" (small effects) and

"structural' (larger effects) and to make certain irterpretations about the differential

processes used by these subjects. In making comparisons, 'analytic" subjects are

thought to use verbal codes and local features of stimuli without actually doing mental

rotation, while "structural" subjects would compare rotated images. Hock et al. 's

results and interpretations should be considered in any further research on rotated-

letter matches. Their research, even though based on small Ns, also suggests the

importance of controlling letter-frequency in this area of experimentation, particularly

for "analytic" subjects, because of their presumed use of verbal codes.

Egan (1973) investigated latencies and accuracies on experimental versions of

certain spatial ability tests. The experimental versions involved binary decisions as

to whether one visual representation was a correct rotation (through even 3 dimensions)

of another. Two cleat uncorrelated factors emerged--EGAN-A, which we interpret as

Spatial Accuracy, and EGAN-B, Spatial Speed. Neither factor was correlated with factor

EGAN-C ,hich was loaded with tests of Numerical Operations and Verbal Comprehension.

Egan's study did not contain data that would permit one to associate the speed factor

with any other kind of speed factor, e.g. the Speed of Visual Mental Comparison factor

that we have been postulating. The possible relationships should be investigated.

Egan's study, however, is important in showing that there are clearly separate speed

and accuracy factors in the spatial domain--factors that have apparently not been ade-

quately recognized in previous studies of spatial ability. A possible implication is

that the lack of clarity in investigating the spatial ability domain has arisen in part
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(1968) requiring subjects to indicate whether a sentence like "A is not followed by B"

accurately describes a letter sequence like "A B." The other was the task devised by

Clark and Chase (1972) in which the subject has to decide whether a sentence like "Star

is not above cross" (or "plus") accurately describes a visual presentation like [].

The sentence can be varied in grammatical form using such transformations as active/

passive, negation, linguistic markedness, etc., and Clark and Chase have proposed a

model by which certain parameters can explain the effects, on latency measures, of such

transformations. In most of the studies, the sentence and "picture" were presented

simultaneously, and the latency measures did not distinguish among encoding, decision,

and response times. Studies by Hunt, Lunneborg, and Lewis (1975) and MacLeod, Hunt,

and Mathews (1978), however, employed successive presentation, the linguistic stimulus

being presented first and an "encoding" latency being recorded before presentation of

the "picture." This procedure has obvious advantages.

Some information about ID correlates of sentence-picture performance can be gleaned

from those studies that utilized simultaneous presentation. Rose (1974) studied a

pencil-and-paper form of Baddeley's task, the score being the number of items marked

correctly in 1 minute. (Thus, speed and accuracy were confounded.) Test-retest relia-

bilities of this score were substantial (.70; .80), and the scores tended to correlate

with subject-reported SAT (Scholastic Aptitude Test) scores. Rose and Fernandes (1977)

gave a computerized version of the Clark and Chase task, the sentence on the left and

the picture on the right of a display. Data were used to estimate Clark and Chase's

four parameters. Test-retest reliabilities of two of these parameters, however, were

extremely low: The par-meter for the effect of linguistic markedness ("below" vs.

"above") had a Day 1-Day 2 correlation of -.06, while that for "comparison" was only

.28. Correlations for a "base" parameter (essentially, an initial intercept parameter)

and for a "negation" parameter were .59 and .81 respectively. Some practice effects

were observed. The parameters showed low intercorrelations on both Days 1 and 2, and

our factor analytic results were not highly consistent over the two days. The fairly

weak loadings (.30; .31) of the "base" parameter on factor ROFE-B (Speed of Semantic
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Decisions) can perhaps be rationalized. The "negation" parameter was associated with

Sternberg-task slopes (factor ROFE-D) on Day 1 and with various parameters of Juola

Word and Category tasks on Day 2; the study yielded no information concerning relations

with traditional psychometric tests. Lansman (1978) used a Clark and Chase task, with

simultaneous presentation of sentence and picture, in a dual-task setting; factor

analysis of her data yield two independent factors: an accuracy factor (LANB-C,

Accuracy of Semantic Information Processing), and a speed factor (LANB-A, Speed of

Semantic Information Processing) that is associated not only with latency variables

under all conditions of her experiment but also with speed in doing three-term series

problems and with scores on the Washington Pre-College verbal composite. (It is inter-

esting that speed, not accuracy, was associated with this verbal ability measure. As

is discussed later [p. 253], the interpretation of this finding depends upon the

possible speededness of the WPC.)

As noted previously, two studies employed successive presentation. Hunt, Lunneborg,

and Lewis (1975) reported that subjects with relatively lower verbal ability took

significantly more time than "high verbals" to process negation, both in encoding and

decision phases. No variable from this task, however, was included in their factor-

analytic results. The nature of IDs that can be exhibited in the Clark and Chase task

began to become clear, however, only with a detailed study by MacLeod, Hunt, and

Mathews (1978). Space does not permit recounting all the interesting details from this

study. Suffice it to state that the study showed, first, that subjects could be classi-

fied by their apparent strategy in performing the task. Data for the majority of sub-

jects conformed to the theoretical performance model set forth by Clark and Chase

whereby a conversion between sentence and picture would occur only after actual picture

presentation (in the second phase of the task). Some subjects, however, apparently made

a conversion from sentence to picture b.fore the picture was itself observed; i.e., they

"predicted" what the picture might look like in the first phase of the task and then

evaluated their prediction in the second phase. The two groups of subjects differed

little in verbal ability, but the second group was distinctly higher in spatial ability.
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Further, partial correlation techniques indicated that the data of the first group were

dependent almost exclusively on verbal ability, while the data of the second group were

dependent almost exclusively on spatial ability. It was suggested that the subjects

selected their strategies partly on the basis of their pattern of abilities.

Unfortunately, the verbal and spatial ability tests used by these investigators

were not such as to permit further analysis or interpretation as to whether it was more

the speed or the accuracy aspects of these abilities that accounted for the results.

(An unspeeded form of the Nelson-Denny Reading Comprehension test was used but the report

contains little analysis of the data from this test; we know only that verification RTs

were correlated with Nelson-Denny scores -.47 in the first, "well-fit" group, and -.03

in the second, "poorly fit" group.)

Further work with IDs in sentence-verification tasks, then, would have to employ

several variants of the task and as much statistical and/or experimental control as

possible over subject strategies, along with a suitable range of external variables in

verbal and spatial speed and accuracy by which to interpret results. It may also be

suggested that more elaborate forms of sentence verification tasks could be investi-

gated, since the graminatical transformations thus far used have been quite elementary.

Visual Search and Compa rison Tasks

Visual comparison tasks classified under Paradigm 4 often involve a visual search

and scanning process whereby the subject must survey (by eye movements or otherwise) a

series of spatially separated stimuli. It can he claimed that such a search process is

involved even in the Posner task when the paired stimuli are presented simultaneously,

side by side or one above the other, and some support for this claim comes from the fact

that in our factor analysis of Jackson and McClelland's data letter-, synonym-, and

homonym-matches had small but possibly significant loadings on a factor we interpret as

Perceptual Speed (factor JAMB-C), defined by two variables from a Multiple-Letter Display

task in which the scanning process seems to have been particularly emphasized. In this

task, the subject was given, in a half-second display that would certainly be adequate

for apprehension and encoding, a single target letter, followed by a "search set" of
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2, 4, or 6 letters arranged to be equidistant (ac what visual angle, we are not told)

from the fixation point where the target letter was presented. The subject's task was

to report whether the target letter was in the search set. Exposure time for the search

set wis only 200 msec, again above threshold but extremely demanding in terms of any

visual search processes. (This time would probably permit only about one eye movement;

what eye movements may have occurred we are not told.) That this was not a sensory

threshold task is suggested by the low correlations between a Peripheral Letter Span

task and the two variables, RT and "slope" determined from the Multiple-Letter task,

.01 and -.12 respectively. RT correlated .73 with slope on the MLD task. It would

seem, intuitively, that performance was crucially dependent upon the subject's ability

somehow to search the visual field rapidly, to detect the target letter. This is an

ability that also seems to operate, although perhaps not quite so critically, in many

psychometric tests, particularly those of the factor called Perceptual Speed (Ekstrom,

French, & Harman, 1979, pp. 29-31). Typical tests of Perceptual Speed are Finding A's,
in which the subject has to search a column to find words containing the letter a;

Number Comparison, in which pairs of multi-digit numbers are to be checked for identity;

and Identical Pictures, in which a "target" line-drawing is to be searched for in a set

of five highly similar figures. Ekstrom, French, and Harman (1979), however, point out

that the measurement and interpretation of the Perceptual Speed factor are by no means

clear; they cite evidence for its possible multidimensionality.

in addition to the Jackson and McClelland study, other studies surveyed here

provide evidence for some kind of perceptual speed factor, because they contain visual

search tasks similar to the Multiple-Letter Display task. At a very crude level,

Whitely's Response Decision task may be an example; in this task, the subject had only

to search for the one of five alternative words in a multiple-choice-type item that was

identical to the lead or "key" word. Love (1977) used Guilford's Perceptual Speed test

(requiring multi-digit comparisons) and found correlations as high as .68 with other

measures that might have called for visual search.

In the experimental tradition, the visual search task derives from the work of
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Neisser (1967, pp. 66-71 and passim) who among other things was concerned to determine

scanning rates in a visual search task that much resembles that of the Finding A's test

used as a marker for Perceptual Speed. Rose (1974) and Allen, Rose, and Kramer (1978)

investigated a paper-and-pencil form of the Neisser Search task that could involve more

than one target, actually up to four, and in the latter case, "degraded" stimuli

(printed, as it were, with "mutilated" type). One suspects that too much was attempted

with all these variations, for the results were somewhat insecure. Nevertheless,

reasonably high reliabilities were obtained by Rose for both a mean score and a "slope"

that was a function of the size of the search set; and both studies found clear search

set size effects. In our factor analyses of these sets of data, it was virtually im-

possible to be sure of the identity of the factors measured by variables from these

tasks. In the Rose study, the mean score on Letter Search was associated on factor

ROSE-B, with the slope variable from Fitts' Tapping task, a finding that suggested that

performance depended to a large extent on hand movement control in marking the answer

sheet; in the Allen, Rose, and Kramer study we choose to study only the intercept and

slope variables from the degraded version of the Scan and Search task, and these

variables, being highly correlated, defined a doublet factor that showed only very weak

relations with any other variables studied. Further studies usihg variants of the

Neisser search task would be well advised to explore relations with different kinds and

formats of Perceptual Speed marker tests.

In the studies surveyed, the only experimentally rigorous exemplar of a Neisser

visual search task is that investigated by Chiang and Atkinson (1976; see also Snow,

Marshalek, & Lohman, 1976). In their version, in which displays and responses were

implemented with a computer terminal, a target letter presented for 800 msec was

followed, 2200 msec later, by a search set of one to five letters arrayed horizontally.

Note that when the set size was 1, the task was equivalent to a pure visual comparison

task (with successive presentation) similar to the Posner Physical-same task. The

intercept of the RT/set-size function, which would be related to the RT in a Posner-

type task, was highly correlated with the intercept of a Sternberg memory search task,
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but had a correlation of only -.286 with the slope of the visual search task. We

believe the intercept measures a Speed of Mental Comparison factor, or at least some

very uncomplicated speed of response factor. The slope of the RT/set-size function was,

likewise, highly correlated with the slope of the Sternberg memory-search task, and

appeared on a separate factor which had an appreciable loading, incidentally, for the

Verbal score of the Scholastic Aptitude test. Because the slope function would reflect

visual scanning speed (and perhaps also memory-scanning speed), there seems good reason

to postulate that it represents perceptual speed.

Some useful parametric data from Chiang and Atkinson's report (which contains

further details) are as follows:

Internal Test-Retest
Mean RT S.D. Reliability Reliabilities

Day 1-2 Day 2-3

Intercept 472 83 .95 .70 .80
I Slope 42 21 .91 .29 .70

The low Day 1-2 reliability and the higher Day 2-3 reliability suggest that the task

does not produce effective and meaningful measures without cursiderable practice. It

is striking that the slope and intercept variables in this study had an intercorrela-

tion of only -.286, in contrast to the high correlations obtained in some other studies

mentioned here. The difference is possibly due to the use of computerized testing as

opposed to the use of pencil-and-paper formats. Yet, the high correlations between

corresponding variables on the Visual and Memory search tasks in the Chiang and Atkin-

son study may possibly be inflated by the fact that these tasks were administered

virtually in a "dual task" setting. Trial blocks consisted of short series of three

types of tasks (visual search, memory search, and digit span) and the subject was cued

as to the type of task at the outset of each trial. Such a procedure might have caused

subjects to use highly similar strategies in the visual and memory search tasks, and

the data suggest that indeed, visual search and short-term memory search are highly

similar processes, tf not actually identical.
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The data leave one with the feeling that while there are strong suggestions that

experimental versions of visual search tasks measure (at least in their slope variables)

nearly the same thing as is measured by traditional Perceptual Speed tests, the con-

nection, if it exists, needs to be very much clarified. The experimental versions, of

course, facilitate the collection of precise data on visual search performances and the

variables that affect them.

Short-Term Memory Search Tasks (the "Sternberg" Task)

The short-term memory search task developed originally by Sternberg (1966, 1969,

1975) can be viewed as the obverse of the Neisser visual search task. Whereas in the

latter the subject is presented in advance with a "target" stimulus which is to be

I searched for later in a visual display, in the Sternberg task the display in which a

target is to be searched for is presented in advance, and must be held in memory while

that target (the "memory probe") is presented and "searched" for. We have classified

it under Paradigm 4, even though it seems to make a greater demand on "short-term

memory" than many other tasks under this paradigm, because it requires a comparison of

two stimuli, namely, one of the stimuli held in memory and the probe stimulus. At the

same time it seems to involve a search process--scanning or searching through the

material held in memory. A critical element in the Sternberg task is the size of the

memory set; typically, the time a subject takes to make a report is in part a linear

function of the size of the memory set. On the average, positive reports take less

time than negative reports; nevertheless, the positive report is still a function of

set size, with generally the same slope parameter (time per item in the memory set) as

that of negative reports. Early in the investigation of IDs in cognitive processes it

appeared (Hunt, Frost, & Lunneborg, 1973) that there were considerable individual dif-

ferences in these slope parameters and that such slope parameters might be indicants of

the general efficiency of cognitive processing and related to scores on tests of

general intelligence or scholastic aptitude.

In the studies surveyed here, there are no truly "standard" procedures for con-

ducting the Sternberg task, and it is not clear to what extent procedural variations
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might affect the nature of the variables derived or the extent to which these variables

might reflect individual differences in cognitive functions. Most of the procedural

variations occur in the presentation of the memory set. Usually it is presented visu-

ally, in which case the presentation may be either simultaneous (a set of stimuli pre-

sented as a single visual array) or successive (stimuli presented one by one, in

succession, usually at a single fixation point); sometimes the presentation is auditory,

however, in which case it is inevitably successive. The size of the memory set can be

either constant (at least within a block of trials) or varied (more or less randomly

from trial to trial). Whether the presentation of the memory set is simultaneous or

successive, the total duration of the presentation may be constant over different set

sizes, or it may vary as a linear (or other) function of memory set size. In whatever

manner the memory set is presented, the procedure has much in common with that of a

memory span task, and at least some of the parameters of the memory span task may apply

to the Sternberg task. It would seem that if the memory set size is large and the

duration of presentation is too short for the individual's capacity to apprehend and

store, the accuracy and speed of the response in the Sternberg task would reflect an

individual's memory span. This problem can be largely avoided by using only correct

responses in the scoring of performance and the derivation of parameters. But even

this procedure cannot totally avoid the problem of chance guessing which can arise

with the use of single digits or letters in the memory set; a priori, the guessing

factor would decrease with memory set size, and might contribute to the determination

of the slope parameter. (I.e., chance is less with 26 letters than with 10 digits.)

One of the few studies to use a presentation duration (3 seconds) that was

constant over varying memory-set sizes (I to 5) was that of Hunt, Frost, and Lunneborg

(1973, pp. 104-106), who reported significantly different slopes for "high" (58 msec)

and "low" (80 msec) verbal subjects (N = 8 in each case). One wonders whether these

results were due to the use of the fixed presentation duration, which may have taxed

the memory span capabilities of "low verbal" subjects; yet, errors were reported as

averaging only about 3 percent. In a later study, Hunt, Lunneborg, and Lewis (1975,

174



p. 218) employed successive presentation of the memory set at the rate of 1.2 sec per

item (letters), thus with total presentation duration that was proportional to set size

(1 to 5). No correlations with verbal ability were reported; evidently the positive

and negative slope values were at least moderately intercorrelated (as one would expect

them to be) because they appeared together on factor HULL-C, associated with scores on

a dichotic listening task--but not with scores from verbal aptitude tests nor with a

score on a digit span task.

One other study using fixed presentation duration is that of Keating and Bobbitt

(1978, p. 160); the memory set (regardless of size, varying over 1, 3, and 5 randomly)

was presented for 4 sec, followed by an interstimulus interval of 4 sec and a probe

digit. While there appeared to be large differences between "high ability" and "average

ability" subjects at younger ages (9, 13), at age 17 the differences in slopes were

small and apparently insignificant (62 for average ability, 59 msec for high ability).

Ability was indexed by performance on an appropriate form of the Raven Progressive

Matrices test.

An excellent experimental version of the task was studied by Chiang and Atkinson

(1976, p. 663; see also Snow, Marshalek, & Lohman, 1976). The memory set (varying from

1 to 5 randomly) was presented on a computer terminal screen at the rate of 1 letter

per second, followed by a probe letter after a 2-sec ISI. (One would suppose that the

length of the ISI would affect the extent to which the subject could rehearse or other-

wise encode the memory set.) For all subjects (N = 30), mean intercept was 483 msec

(S.D. 102, values ranging from 301 to 774), and mean slope was 43 msec (S.D. 20, values

ranging from 12 to 117); intercept and slope were correlated to the extent of only .107.

While internal reliabilities were high (intercept, .96; slope, .89), test-retest reli-

ability for slope was low from Day 1 to Day 2 (.28), reaching .78 for the Day 2-Day 3

correlation. As in the case of the Visual Search task studied by these investigators,

it appears that the slope parameter does not attain high reliability until the subjects

are well practiced. As previously noted, corresponding slope and intercept parameters

for the Memory and Visual Search tasks were highly intercorrelated, while the
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correlations between slope and intercept parameters themselves were low--only .107 in

the case of Memory Search task. The Verbal score of the Scholastic Aptitude test had

a loading of .46 on the factor (CHAT-B) that was defined by the slope parameters from

the Memory Search and Visual Search tasks.

A computerized version of the task was also investigated by Rose and Fernandes

(1977, pp. 23-24 and elsewhere). The procedure involved simultaneous visual display of

the memory set (digits), for a duralisn proportional to the set size, followed (appar-

ently--the report is not specific) immediately by the probe digit. Data (in msec) are

given for both positive and negative intercepts and slopes for Day 1 and Day 2, as

follows:

Day 1 Day 2 Reliability

Mean S.D. Mean S.D. (Day 1-2)

Intercept Positive 442 88 425 78 .52

Negative 536 98 464 59 .51

Slope Positive 75 32 49 21 .60

Negative 48 28 47 15 .45

Significant (p < .05) practice effects were cited (p. 53) only for Slope Positive and

Intercept Negative. The test-retest reliabilities are not impressively high, to say

the least; judging from Chiang and Atkinson's results, we may assume that they possibly

attained satisfactory reliability only on Day 2. Our factor analysis of Rose and

Fernandes' data showed that on both Day 1 and Day 2, the intercept variables were

loaded on factor ROFE-B along with RT variables from the Posner task; the slope vari-

ables tended to define their own factor, ROFE-D. The factorial composition of all

variables, and the factor intercorrelations, tended to change from Day 1 to Day 2,

suggesting again that amount of practice influences what is measured by the task.

A paper-and-pencil format called Set Membership was devised by Allen, Rose, and

Kramer (1978). Subjects were presented verbally (i.e. auditorily) with a memory set

of 1, 2, 3, or 4 letters; they then worked down a column of letters, checking whether

each letter was one of those heard. Different memory set sizes were used on each page,
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but 30 seconds were allowed for the response phase of each page. From these data, it

was possible to estimate intercept and slope parameters (in msec), and reliabilities,

as follows:

Day 1 Day 2 Test-Retest

Mean S.D. Mean S.D. Reliability*

Intercept 490 100 410 70 .79

Slope 60 30 70 30 .66

*These data are taken from the correlation matrix, Table 6, the
data given on p. 57 of the report apparently being in error.

Despite the pencil-and-paper format, the parametric data are in general agreement with

those from other studies. Also, parallel with other results, the intercept variable

was associated with a Speed of Mental Comparison factor (ALRK-A). The slope variable,

together with the intercept variable, defined its own factor, in view of intercorrela-

tions of slope and intercept of -.29 on Day I and -.36 on Day 2. It should be noted,

however, that the format was rather unusual in that after the presentation of a memory

set, the subject made repeated evaluations of stimuli. At the bottom of each page,

subjects were required to write down the memory set. Apparently the investigators

wnated to insure that the subjects actually remembered the memory set for each phase

of the task; no information is given about the accuracy of subjects' memories although

it is reported that total errors during the task were approximately 2 percent.

Lunneborg (1977, Study 1) included a form of the Sternberg task in a battery of

experimental cognitive tests; few details are given as to the exact procedure, except

that 1 to 6 consonants (letters) were sequentially shown on a projection screen, fol-

lowed by a single probe letter. The correlation of slope and intercept parameters was

.39 (positive, in contrast to many other results). While the intercept parameter had

significant and substantial (negati/e) correlations with a number of psychometric test

scores (up to -.49 with a spatial ability test), the slope variable correlated with

these scores very weakly (-.27 with Space, -.26 with Clerical Names). We can interpret

the correlations for the intercept variable as reflecting the operation of a speed
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factor, but can make little of the data for the slope variable.

The study by Rose and Fernandes (1977) included two variants of the Sternberg task

in an experimental cognitive performance battery. These variants derive from the work

of Juola and Atkinson (1971) and involve the use of words and sets of category instance

words rather than the letters and digits typical of the standard Sternberg task. While

the study was able to replicate Juola and Atkinson's major findings, the individual

difference results were unpromising. Day 1-Day 2 test-retest reliabilities were gener-

ally very low, particularly for the Word task; for the category task (where the subject

had to report whether a given "probe word" was an instance of one to four categories

specified in the memory set) only the Intercept Positive variable had a reliability as

high as .68. The remaining reliabilities ranged from .OD to .46. There was evidence

of considerable variation in subject strategies in handling the Category task, and the

memory search seemed to be self-terminating rather than exhaustive, in many cases. In

our factor analysis of these data, the variables from the Word and Category tasks tended

to define various specific factors not associated with factors measured by other tasks

in the battery; the Category Slope Positive, however, had a loading of .63, on Day 2,

on factor ROFE-B which we have interpreted as Speed of Semantic Decisions. It appears

that the Juola-Atkinson tasks would be useful in assessing cognitive functioning only

if they are employed after subjects have had extensive practice with them. They may,

however, measure important dimensions of IDs that are not tapped by the standard

Sternberg task.

To summarize, the intercept parameter of the typical Sternberg task appears to

measure a speed factor that appears in other simple cognitive tasks, but data are in-

sufficient to permit drawing even tentative conclusions about what is measured by the

slope parameter other than it is different from what is measured by the intercept

parameter. It may relaLe to the conventional Perceptual Speed factor involving visual

scanning; that is, "memory scanning" may have much in common with visual scanning.

Procedural variations in the administration of the Sternberg task have been great and

thus far constitute an obstacle to the interpretation of the results from the standpoint
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of IDs. Use of word or category tasks in the Sternberg paradigm appears to introduce

complications that make scores on such tasks even more complex and multifactorial than

those of the typical tasks employing digits or letters, but careful research with such

tasks might be rewarding.

Miscellaneous Recognition Tasks Involving Intermediate or Long-Term Memory

Here we consider a variety of delayed recognition tasks in which some kind of

response is required to a probe stimulus and where the response is logically dependent

upon some kind of previous stimulus input that has occurred some considerable time

previous to the presentation of the probe stimulus. Both the speed and the accuracy of

such responses may be studied, but in most studies it is accuracy that is measured. By

"some considerable time previous" we mean times that are likely to be measured in

minutes, hours, or even longer intervals of time, in any event longer than a few seconds

as has been the case of other tasks classified under Paradigm 4. The speed or accuracy

of responses can thus depend upon the strength and character of memory traces from

intermediate or long-term memory.

Simple delayed recognition tasks were studied by Robertson-Tchabo and Arenberg

(1976, p. 78) and Hock, Throckmorton, and Colombo (1976). The first of these was a

recognition test that followed a 12-word free-recall task after an interpolated task.

Twenty-four words (12 from the free-recall task and 12 distractors) were read one at a

time; the subject had to decide whether or not each word had been presented in the

free-recall task. Probably the reliability of this test was very low due to its short-

ness and the guessing element; in our factor analysis of the data in the battery, the

communality was low (.22) and the score had only a weak loading of .26 on factor ROBA-F

that we interpret as "Primary Memory," following the authors. Hock, Throckmorton, and

Colombo's recognition test consisted of 180 pairs of words (thus, it was a much longer

and more reliable test), half of which had been used in a prior Posner-type task that

involved both "ral" words and "pseudowords." On the basis of performance in the

Posner task, i.e. Lhe difference between physical-same and name-match RTs, subjects

were classified into two groups: those "inferred to verbally mediate physical matches
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of real words" through name codes (i.e., "analytic" subjects, as they were called in

some of Hock's other studies), and those inferred to base comparison only on perceptual

comparisons ("structural" subjects). The recognition test was a "surprise" test that

followed the Posner task. "Analytic" subjects exhibited no difference in recotinition

accuracy between "real" words used in physical vs. name match trials, but increased

accuracy for pseudowords. "Structural" subjects showed better recognition accuracy for

both real words and pseudoworda used in physical match trials than for words used in

name match trials. The results were interpreted in terms of the extent to which the

different types of subjects performed at different levels of processing, i.e. in decod-

ing the pseudowords. This study contained no other measures by which subjects' abili-

ties could be assessed; it is mentioned here only because it suggests an ID variable

that might need to be attended to in recognition studies utilizing words.

The Running Recognition task originally studied by Shepard and Teghtsoonian (1961)

was used in three investigations surveyed here. In Rose and Fernandes' (1977, pp. 29-

30) version, subjects were asked to proceed at their own pace through a list of 101

three-digit numbers, judging whether each number had been seen before. Maximum time

allowed for each binary response was 10 seconds. The second occurrences of stimuli had

varying amounts of "lag" from their first occurrences, the lags ranging from I to 36,

with 5 exemplars of each lag in a given list. Data were analyzed in terms of various

parameters from Shepard and Teghtsoonian's mathematical formulation and from signal

detection theory. Day 1-Day 2 reliabilities for all these parameters were generally

quite low, and although they exhibited some significant correlations among themselves

(probably because of experimental dependence) they had few significant correlations

with any other task variables in Rose and Fernandes' performance battery. Consequently,

none of the variables from the running recognition task was used in our factor analysis

of their data. The poor showing of this task was very likely due to the use of 3-digit

numbers, which might be difficult for most people to encode meaningfully in a brief

time. Nevertheless, the mean proportion correct was .73, with a standard deviation of

.07, on both days; the Day 1-2 reliability wa. .56. It is possible that the task
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tapped an ability that was neither well measured nor well represented in other tasks in

the battery.

Only slightly more meaningful results were provided in a version of this task em-

ploying words, rather than numbers, used by Fernandes and Rose (1978, pp. 11-15). The

structure of the task was virtually identical to that studied by Rose and Fernandes

earlier, except that each word was exposed for only 3 seconds. The proportion correct

averaged .80 and had a Day 1-Day 2 reliability of .82; some other parameters (propor-

tions of hits and of false alarms) had respectable though not impressive reliabilities,

but parameters from the mathematical function did not. In correlational analysis,

proportion correct seemed to measure different things on the two days: On Day 1 it

correlated mainly with free recall measures, while on Day 2 it correlated more with

several variables measuring memory span, resistance to interference, and sensitivity

to "situational frequency" (see below).

A Running Recognition task was also studied by Underwood, Boruch, and Malmi (1978,

p. 403). The stimuli were words, selected and arranged in the lists so as to detect

the possible effects of associations and homophonic relations among items. Any such

effects observed did not appear to be consistent; the authors concluded that subjects

"in some way learned to control the tendency to produce false alarms to the associated

items." There was evidence for considerable reliability (in the range .77 to .79) of

measures of tendency to produce false alarms, but the reliability of a "basic measure"

of running recognition ability was only .70. Both in the authors' own factor analysis,

and in our oblique rotation of the results, the basic measure appeared with a fairly

strong loading on factor NBN-D, which we have interpreted (Chapter 3) as Recognition

Memory for Episodic Events. At the same time, our orthogonalized analysis gives

Running Recognition a fairly substantial loading on a general episodic memory

factor.

Both Fernandes and Rose (1978) and Underwood, Boruch, and Malmi (1978) studied a

so-called Situational Frequency task in which subjects were shown a list of 92 rela-

tively uncommon (T-L frequencies 1 to 10 per million) words at 2 sec per word; the
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lists contained only 40 different two-syllable words, each presented either once, twice,

three times, or five times. In a recognition test presented immediately afterwards,

the subject had to make absolute judgments of the frequency with which each of the 40

words, plus 12 new words, had been presented; the score was the correlation of the

subject's judgments with the actual frequencies, converted by a z-transformation. In

Underwood et al.'s report, the mean correlations for two such tasks were .87 and .85,

but in terms of z-transformations these values were 1.32 (S.D. = .30) and 1.26

(S.D. = .40), with a reliability of .67 (whether this was a "boosted" reliability is

not specified). Thus, subjects can do quite well on this task, but differ appreciably.

Very similar results were obtained by Fernandes and Rose, the lists and procedures

being virtually identical to those used by Underwood et al.; these authors report

Day 1-Day 2 reliabilities of .69 for the correlation between actual and judged frequen-

cies and .82 for a regression or slope function that would also reflect tendency to

under- or over-judge at different frequencies. In our factor analyses of both the

Underwood et al. and the Fernandes and Rose data, the Situational Frequency variables

tended to be associated with other recognition task measures. In the former data set,

the basic Running Recognition measure appeared on factor UNBM-D, which, as just noted,

is interpreted as Recognition Memory for Episodic Events, reflecting differences in

people's sensitivity to the occurrence of events in the immediate past, including their

frequencies. One may only speculate whether this factor is specifically associated

with recognition of words as opposed to other kinds of events (e.g., pictures), and

whether the factor composition would change if words of different frequencies and other

attributes were used. Since only scores for accuracy have been used in the studies

thus far, nothing is known about the possible characteristics and factorial composition

of speed of response measures on these tasks.

Underwood et al. (1978) included in their study two other variables that are of

possible interest here. These were derived from their "Simultaneous Acquisition" task

in which subjects were shown slides depicting an imaginary drive through an urban area.

One of the variables came from the fact that state names were seen with varying
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frequency on license plates. After the presentation, subjects were asked to judge the

absolute frequencies of these names; their scores were computed as z-transformed corre-

lations between judged and true frequencies (10 state names having frequencies of 1, 3,

6, 10, or 15). On trial 1, mean score was 1.30 (S.D. - .50), and on trial 2, it was

1.23 (S.D. = .49); intertrial reliability was .59. The variable had no significant

correlations with other variables in the battery and was not included in their factor

analysis. Even its correlation with Situational Frequency (SF-2) was only .12. The

failure of this variable to be associated with a somewhat similar recognition memory

variable can perhaps be explained by the fact that the task was embedded in several

other tasks and had insufficient salience to reflect any persistent incidental memory

abilities of subjects. The other variable, "Street Names (SA-O)," arose from the use

of seven different street names in the scenes seen during the imaginary drive. After

the presentation, subjects were given the seven street names and asked to assign the

order in which they had been encountered. Again, the scores were z-transformed corre-

lations between judged and true order. On trial 1, performance was very poor, with a

mean of .46 (S.D. = .58) indicating a markedly skewed distribution; substantial improve-

ment occurred on trial 2, where the mean was .70 (S.D. = .65). Intertrial reliability

was only .23, and the variable had no significant correlations with other variables in

the battery and was thus not used in factor analysis. Possibly the trial 2 scores con-

tained enough reliability to have had some significant correlations.

Underwood, Boruch, and Malmi (1978) developed a Background Frequency task to see

whether there were useful and reliable individual differences in people's ability to

judge the frequency of words in the English language as indexed by Thorndike-Lorge

ratings. If such differences existed, it was thought, they would pertain to semantic

memory rather than to episodic memory. The task involved having subjects make forced-

comparison judgments of the relative frequency of pairs of words. The T-L frequency

differences varied across pairs, as well as the base frequency. Mean proportion correct

was .646, S.D. = .055 (converted from the authors' error data). The split-half relia-

bility was reported as .28 (not "boosted," apparently; total score reliability would be
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estimated as .44), disappointingly low. In view of Carroll's (1971) finding that sub-

jects can make fairly accurate subjective judgments of word frequency, and that lexi-

cographers are better at such judgments than non-specialists, this result is somewhat

surprising. One might expect frequency-judgment ability to be related to general verbal

ability, but it appears that accuracy of frequency judgment was correlated only to the

extent of .05 with SAT-V in Underwood et al.'s sample (Table 3, correlation of variables

29 & 32 with sign reflection for reversed scoring of Background Frequency). Background

Frequency was not included in the authors' factor analysis. Measurement of this ability

could depend critically upon the selection of word-pairs for a forced-choice test.

Apparently the pairs in Underwood's test were such as to result in rather low accuracy

and little variance; also, there must have been a considerable guessing element since

chance guessing would be expected to produce mean scores of .50. Further attempts to

measure word frequency judgments could be encouraged, although one cannot be optimistic

that this ability would stand apart from general verbal ability, or that it would

reflect any special characteristic of "semantic memory." (Cf. results in measuring

vocabulary by a lexical-decision, word recognition test; Zimmerman, Broder,

Shaughnessy, & Underwood, 1977).

One other task that may be classified here is the Sentence Recognition task

studied by Allen, Rose, and Kramer (1978), based on the so-called Bransford and Franks

(1971) paradigm in which sentences varying in content and grammatical construction are

presented to subjects who are later tested as to exactly which sentences (if any) they

recognized as being presented. Scoring emphasized the degree to which subjects were

able to recognize parts of sentences on a verbatim or syntactical basis. Day 1-Day 2

reliabilities of various derived scores were very low, ranging from .14 to .31. A total

error score appeared, rather weakly but consistently, on factor ALRK-D, interpreted as

a Free Recall ability factor. It appears that performance in the Bransford-Franks

paradigm is too complex to be clearly sensitive to individual differences in sentence

recognition and recall; in any case, it seems dubious that native speakers of a

language would differ in their sensitivity to, and recall of, the exact features
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through which semantic information is communicated.

The results considered in this section suggest that there are indeed reliable

individual differences in the degree to which a person notices (and in some way "en-

codes") events in the immediate past ("immediate," that is, in the sense of the past

few minutes or perhaps hours) and can then recognize them as having occurred, and as

having occurred, perhaps, with different frequencies. It has proved difficult, however,

to capture any such ability, with adequate reliability, in laboratory tasks of limited

scope and duration. The results available thus far suggest that there are problems re-

lating to the types of events (numbers, words, sentences, or what not) that should be

presented for memory acquisition, and also problems relating to the manner in which

recognition should be measured in such a way as to avoid a chance guessing factor and

to well reflect the degree to which memory for an event's occurrence has been stored

and retained.

Not mentioned here thus far is a task studied by Underwood et al., Reccgnitioi, of

Pairs in a "simultaneous acquisition task," in which the subject is presented with a

series of slides representing an imaginary drive through an urban area; during this

"drive" the subject knew that he would later be asked to recognize whether certain

pairs of words on signs, like exit ramp, had actually occurred. The recognition task

had relatively low reliability (.58) but had a fairly substantial loading on factor

UNBM-D, Recognition Memory for Events. This sort of task is appealing because it has

a more "real world" flavor than many of the other tasks. Thus far, at least in the

studies surveyed here, it seems that nobody has experimented with the use of much

longer time intervals that, the fractional hours that are usually employed in laboratory

tasks. It would seem that recognition memory for events in a more distant past would

be of more interest and practical consequence in daily affairs. Although there is

beginning to be a literature concerned with such memories, individual differences in

the retention of such memories have been investigated only sporadically (e.g.,

Johnson & Klingler, 1976).
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ECTs Classified Under Paradigm 5 (Naming/Reading/Association)

This category contains ECTs that require subjects to produce names or other asso-

ciational or classificatory responses to stimuli. In the view of the long history of

the study of such responses in experimental psychology (see Woodworth, 1938, pp. 354-

363 for a review of early work), it is surprising that relatively few tasks of this

type have been studied from an individual differences standpoint in cognitive psychology,

except insofar as these tasks include reading responses, i.e. the "naming" of words.

From experimental studies in cognitive psychology, one could tell little about the di-

mensionality of individual differences in this domain, although information is available

from more conventional psychometric and factor-analytic work (see, for example,

discussions of various "fluency" factors in the monograph by Ekstrom, French, & Harman,

1979).

The tasks included in this category require not only the apprehension and encoding

of stimuli but also the retrieval, from "long-term" memory, of various types of

"co-representations." Our classification of these tasks is based on the types of

stimuli presented and the types of "co-representations" (coreps) that have to be re-

trieved. We start with tasks requiring the naming of objects or pictures, continuing

with discussion of research with simple "word-naming" or word-reading tasks. (The

total skill of reading, as seen in the reading of a paragraph or longer passage, whether

silently or orally, is considered outside the boundaries of ECTs; we restrict attention

to simple tasks that can be regarded as elementary units of the reading process.) We

then take up work with the so-called Stroop task, which involves both reading and

naming, and conclude with a consideration of tasks that require the identification and

retrieval of abstract names and relationships.

Picture-Naming Tasks

In a laboratory testing situation, it is convenient to present stimuli for object-

naming as line drawings, photographs, or similar representations; through pretesting,

these need to be made clear and unambiguous as to what is to be named, and for the

purpose of measuring individual differences it would be desirable to select stimuli for
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which there is high agreement among subjects as to the single "best" name. Some inves-

tigators have used line drawings but colored slides are preferable for many types of

stimulus objects. Some type of voice-key apparatus, with naming time measured from

initiation of presentation to response, is generally employed. Adjustment of reaction

times for varying voice-key response to different initial phonemes of names is a refine-

ment that is probably unnecessary in ID measurement.

Much of the research on picture naming has been concerned with attributes of pic-

ture names (frequency in the language, age-of-acquisition, "uncertainty") that affect

naming RTs (Oldfield & Wingfield, 1965; Carroll & White, 1973a, 1973b; Lachman, Shaffer,

& Hennrikus, 1974), and these variables must be taken into account in any effort to

determine reliable parameters of picture-naming latencies. Although IDs in naming

pictures, colors, and forms were observed in early work (Cattell, 1885) and in factor-

analytic research (Carroll, 1941; Thurstone & Thurstone, 1941), they have received

little attention in recent years. Oldfield and Wingfield (1965, p. 278) found that

both subjects (persons) and objects (items named) contributed significantly (P < .001)

to variances of latencies, but focused their attention on the object variance. Over

all subjects, their line of regression of mean latency (msec) on the Thorndike-Lorge

frequency of the object's name in the English language, expressed as the logarithm of

the probability, was approximately as follows (as read from their figure):

RT = -402 - 253 log p,

with a correlation of somewhere between -.80 and -.89. Wingfield (1968) obtained very

similar results with a new sample. Carroll and White(l973a), however, using a much

larger set of pictures, found that a better predictor of latency was the age at which

the object's name is typically acquired by subjects. In reporting latencies, they

preferred to convert them to reciprocals because of the greater normality of distribu-

tions of those values. Over all subjects and words their mean reciprocal was 1.30,

S.D. = .25; their results translate to a latency of 770 msec for an object whose name

has a frequency of about 17 per million, or is typically learned in the kindergarten
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period (age 4 up to 5). Thorndike-Lorge frequencies correlated with mean reciprocal

latencies to the extent of .674, while age-of-aQquisition measures correlated with

latencies to the extent of .772. Carroll (1976b) studied IOs in reciprocal-transformed

latencies averaged over a set of 50 words. From certain data presented by Carroll, one

notes that a "fast" responder would have a median latency of about 780 msec for a set

of relatively uncommon words (average T-L frequency about 4 per million), while a "slow"

responder would have a median latency of about 1390 msec for the same words. Mean

reciprocal latencies for subjects were predictable, to the extent of a multiple R of

.737, from a set of psychometric variables that included a vocabulary test; however,

the only significant predictor was score on a psychometrically designed picture-naming

test. Tests such as Hidden Figures, Thing Categories, Controlled Association, Gestalt

Completion, and Advanced Vocabulary (most of these from the ETS kit of marker tests)

made no significant contribution to the prediction and in fact all had low correlations,

ranging from .13 to .35, with experimentally determined latency measurements, while the

picture-naming test had a correlation of .69. Carroll concluded that "picture-naming

speed is a rather robust parameter of individual differences" (p. 19), and that it

should be investigated further.

Carroll's results were for college-age subjects (mean age = 22). A study by

Thomas, Fozard, and Waugh (1977), using a picture-naming task, showed that age is

significantly correlated with mean latencies. From their graphs, one notes that for

pictures whose name-frequencies were comparable to those used by Carroll, mean latency

for a group aged 25-35 was about 1090 msec, latencies for groups aged 36-65 centered

around 1275, while that for a group aged 65 and older was about 1400. Latencies were

approximately a linear function of log word frequency in each of the five age groups

studied. These authors also employed a variation of the picture-naming task in which

the picture to be named was immediately preceded by presentation of a word that might

or might not match the picture; for example, the word DICE might be presented, fol-

lowed with .5 probability by the picture of a book (a "non-matching" trial). As would

be expected, naming latency was greatly shortened in the "matching" trials, but
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slightly lengthened, over the control condition, in the "non-matching" trials. This

effect was similar over age groups. Further:

A multiple-regression analysis was run to determine the extent to which individual

differences in naming latencies on the first trial with a given object could be

predicted. Age alone predicted 40.7% of the variance in mean latency. Verbal IQ

(Amons and Ammons, 1962) added another 7.1% to variance accounted for, and the
mean time taken to read common English words accounted for an additional 4.2%.
Together these three factors produced a highly significant multiple R of .722.

Addition of predictors based on other task performances (of particular interest,

performance in the matching task) did not add significantly to this predictability.

(Thomas, Fozard, & Waugh, 1977, pp. 505-506)

Both Carroll (19760 and Thomas, Fozard, and Waugh (1977) studied the reduction of

latencies that takes place over repeated trials with a set of pictures. The greatest

decline occurs from trial 1 to trial 2; according to Thomas et al.'s results, the

latencies do not level off for all age groups until about trial 6 or 7. Age differences

were still evident even at trial 8. Thomas et al. interpreted the age-related slowing

as "probably due to perceptual or motor differences." They 0so noted that the presen-

tation time needed varied over age: In pilot work, old subjects (56-74 years old)

required 115 msec, while young subjects (19-26 years old) required only 84 msec. This

last figure is strikingly higher than that reported by Wingfield (1968); see p. 123

above. The difference, however, may have to do with Thomas et al.'s concern with

perceptual errors. In any case, in the standard picture-naming task the picture re-

mains visible until it is named. From the standpoint of developing a picture-naming

test for operational use, this is the procedure that would be recommended. Also, it

would probably be unnecessary to give more than one trial for a given picture.

Word-Naming (Reading) Tasks

Of interest here is how long it takes a subject to read aloud a single word from

its initial presentation, and whether there are individual differences in these times

that might be related to speed or comprehension in the normal reading situation where

eye movements are much more complexly controlled than in an experimental task. It was
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early discovered (see Woodworth, 1938, pp. 355-356) that naming or reading a printed

word is faster than naming the object or attribute (e.g. color) that it might represent.

Woodworth remarks that naming a word is intuitively a more "direct" association than

picture- or object-naming, and points out that "a word is its own name."

Recent research using a word-naming task has been concerned mainly with processes

of word recognition. Butler and Hains (1979) studied individual differences in word-

naming latencies ard found that high vocabulary subjects were much less affected by

word length than low vocabulary subjects. RTs for high vocabulary subjects ranged from

about 500 msec for 2-letter words to about 625 for 14-letter words; the corresponding

RTs for low vocabulary subjects were about 610 and 980. The RTs were also affected by

frequency of the word in the language, but word frequency did not interact with word

length or vocabulary scores. It was suggested, therefore, that the subject's vocabu-

lary and the length of the word affect one stage in the word recognition process (early

recognition and encoding) while word frequency affects another stage (word retrieval).

It was also suggested that high vocabulary subjects use a more holistic word-naming

strategy than low vocabulary subjects. These conclusions were further supported with

these authors' study of a lexical decision task (see p. 141 above).

Word-naming tasks were used by Frederiksen (1978) in a study of components of

reading skills. RTs for naming high and low frequency words, and for naming pseudo-

words derived from actual English words by changing a single vowel, were used to form

several indices of the degree to which subjects process the orthographic information in

words. These RTs were also used as criterion measures of reading skill. The results

are too complex to be reported here. A highly simplified summary statement would be

to the effect that reading skill seems to depend on the automatization of processes of

word decoding; these processes are poorly automatized in poor readers, who continue to

depend on elementary phonemic decoding processes even for common words.

The word-naming task can be made more complicated by imposing special requirements

as to the manner in which it is done, or requiring the subject to perform the task under

interfering conditions such as delayed auditory feedback. Such complications were
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Introduced by Lunneborg in two separate studies (1977, 1978). One of the tasks was to

require subjects to read or repeat words (as spoken, apparently, by the experimenter),

replacing all /r/ sounds with /1/ sounds, and all /1/ sounds with /r/ sounds. (For

example, laboratory was to be pronounced as if spelled rabolatoly.) The other task was

to require subjects to read nonsense syllables or scrambled English prose under delayed

auditory feedback. Both of these tasks had been claimed by Day (1974) to measure "the

degree to which one is unable to overcome the conventions or expectations of a native

language," or (in terms now employed by Day), to indicate whether one tends to be

"language-bound" as opposed to being "language-optional." In the first study (1977),

Delay Read Time and R/L Latency were found to be highly correlated, defining a separate

factor in a factor analysis of a number of measures. Both also tended to have signifi-

cant correlations with psychometric measures of verbal ability (vocabulary, grammar).

These relations were generally confirmed in the second study (1978). The correlations

with verbal ability were, however, quite modest. It would appear that much further

development and variations of these tasks would be required to achieve understanding of

the extent to which they measure Day's language-bound/language-optional concept.

The Stroop Color-Word Task

Although it is commonly called the "Stroop task" because materials for it were

developed and studied intensively by Stroop (1938), it was actually employed much

earlier by Peterson, Lanier, and Walker (1925), and probably even earlier than that.

Essentially, it requires subjects to name the colors in which words are printed, the

words being color names but printed in colors other than those names. For example, the

word "green" would be printed in red, with the subject being required to say "red" as

the color. Normally the task is presented on cards with multiple lines of color words

printed in different colors, and the subject is required to name the colors, reading

across each line as rapidly as possible. The time taken to read the colors can then be

compared with the time taken to name patches of color arranged similarly, and frequently

the final measure is the algebraic difference between the color-word time and the

color-naming time, the former nearly always being the larger (longer). In the limit,
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there might be no difference for a person who cannot read the color words, for that

person would find the color words no hindrance. (A "Stroop task" printed in Arabic,

for example, would present no problem for a person unfamiliar with Arabic writing.)

Indeed, it has been shown (Fouinier, Mazzarella, Ricciardi, & Fingeret, 1975) that the

Stroop task can provide some information about children's word recognition skills.

Cognitive psychologists have been much concerned to "explain" the Stroop effect (Jensen

& Rohwer, 1966), and there have been discussions and investigation of ways of scoring

it (Thurstone, 1953; Jensen, 1965). It is not surprising that it has figured in recent

research on individual differences. Versions of the task appear in at least three

studies. None of these versions, however, employs measurement of reaction times to

stimuli one at a time. One could raise the question of whether greater control of

stimuli and more precise measurement of responses could be attained in this manner.

(This might suppress the operation of a perceptual speed factor that, as will be

mentioned below, may affect results.)

The task used in studies by Hunt, Lunneborg. and Lewis (1975) and Lunneborg (1977,

Study 1) was one in which subjects first named the colors of a series of 30 asterisks

printed in different colors (the number of colors is not specified, though usually the

task employs five easily discriminable and namable colors such as red, green, blue,

yellow, and black), then named the colors of 30 color names printed in colors other

than the names. Time to complete each of these subtasks was measured in seconds.

Results were reported only in a factor analysis of 34 variables. This analysis used

both the "asterisk reading time" and a "color name--asterisk reading time" difference

variable; the former had a weak loading (.29) on factor HULL-D (interpreted as "ability

to hold order information") while the latter loaded on factor HULL-B, interpreted as

the ability to access overlearned codes, along with the NI-PI match difference variable

and two psychometric tests of clerical speed. Our own interpretation of factor HULL-B

is that it strongly resembles the conventional Perceptual Speed factor. The results

are problematic, however, because of the use of both the asterisk reading time and the

color-asterisk time difference variable in the factor analysis, converting specific
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variance into common factor variance unnecessarily. It is reasonable to suppose that

the Stroop task could involve a perceptual speed element, since the subject has to scan

a series of stimuli during performance of the task. Neither of the Stroop task vari-

ables loaded on factor HULL-A, which looks like a general intelligence factor. It does

not appear that the Stroop task difference score has any useful relation to general

mental ability, at least to judge from Hunt et al.'s results. Further, the results

obtained by L-nneborg (1977) with the Stroop task are difficult to interpret. In our

factor analysis of one of his correlation matrices, a few low correlations between the

"Stroop difference" and several other variables produced a separate factor LUNA-A which

had loadings on the Stro, difference, digit span, and proportion correct in a choice

reaction time task.

The version of the Stroop task used by Rose (1974) involved reading colors of

plastic strips with X's printed on them in white, and then reading the colors of similar

strips with conflicting color words printed on them in white. Despite this rather

deviant format, the main results of the Stroop task were confirmed. Rose gives means

and standard deviations of reading times for 72 items; converting these times to times-

per-item in msec, we find that on Day 1, subjects took 545 msec per item (S.D. = 90) to

name colors, and 807 msec per item (S.D. = 138) to name colors with conflicting printed

words. The mean of the (algebraic) differences was 263 (S.D. = 36). In our factor

analysis of Rose's correlation matrices, we avoided using the difference scores, analyz-

ing only the color and color-word variables, which were highly correlated. In fact, the

correlations increased over the three days of the experiment, from .81 on Day 1 to .88

on Day 3. Reliabilities between days centered closely around .90, except for the

reliabilities of the difference scores, which were .68 (Day 1-2) and .72 (Day 2-Day 3).

In our factor analyses, the two chief Stroop-task scores defined factors of their own

(ROSE-A), but also consistently had moderate to substantial loadings on factor ROSE-D,

interpreted as a verbal ability factor partly because of its loading for SAT (Scholastic

Aptitude test). From this finding alone, it is impossible to say whether a part of the

Stroop variance correlates with some intrinsically intellectual facet of verbal ability,
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or merely with a speed component of measurements of verbal ability. In any case, it

appears that both color-naming speed and color-word naming speed measure the same speed

component.

A decision as to whether the difference between color-naming and color-word naming

has any status independent of the variables that contribute to it would have to be based

on further information than is now available. The situation is analogous to that

described for the difference variable derived from Posner-type tasks, the NI-PI vari-

able (see p. 163 above). It would be necessary to show that significant and opposite-

signed regression weights could be found in the prediction of some important external

criterion variable. We examined Rose's data for possible instances of such a finding,

for any other variable. Two possible cases presented themselves: one for the predic-

tion of Rose's RT-Control variable, and one for the prediction of SAT--but only for the

results on Day 3 of the experiment, when possibly the characteristics of the Stroop

task had settled down to some kind of stability through practice or experience (or,

possibly, when the same became true for the RT-Control variable). Although the signs

for the color-naming and color-word naming variables were in the "right" direction,

both regression weights were significant only in the case of RT-Control. The evidence,

therefore, for the utility of computing a "Stroop difference score," opposed to using

one or the other of the base scores, is very slim thus far. Even so. the possibility

remains that a Stroop difference score would reflect only some speed component of intel-

ligence measurements, rather than any intrinsic ability traits. Nevertheless, the data

suggest a potentially profitable area of further research, if the research is carefully

performed with an eye to excluding alternative possibilities.

Miscellaneous Other Tasks Under Paradigm 5

It would undoubtedly be possible to cite or imagine a multiplicity of other tasks

involving naming, reading, associative, or abstractive responses that might reveal new

dimensions of IDs in cognitive processes, but in the studies surveyed here only two

additional ones are to be found.

Cory, Rimland, and Bryson's (1977) computerized "Password" task resembles, for
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example, the Remote Associates test developed by Mednick (Mednick & Mednick, 1967).

Initially, two words (e.g., soaring; emblem) are presented as clues to a target word

(e.g., eagle) that the subject is to think of and type on a computer terminal; if he is

initially unsuccessful, up to three additional clues (e.g., feathers, large, bald) are

given. Scores are numbers of correct responses with adjustments for number of clues

*received. Because of the limitations of Cory et al.'s battery, the tentative result,

that the scores correlated with one other test of creative reasoning (Twelve Questions)

would need further confirmation and extension.

Whitely's (1977) Relationship Eduction task is an interesting ECT. It was "con-

structed to measure speed in retrieving information about word relationships from long-

term memory." Presented with two words that might function in an analogy item, e.g.

deep and cheap, subjects were required to push a button as soon as they "thought of" a

relationship between the words, then to write a short sentence describing the relation-

ship. Average time for initial response to the items presented was 6.14 sec, S.D.

3.83. Scores helped to define a factor (WHIA-A) that Whitely interpreted as memory

accessibility, but such a description is probably too unspecific. Experience with this

type of task in other connections suggests that it is probably definable in terms of

some aspect of "divergent thinking." It would be possible to explore this type of task

with greater rigor, by carefully controlling the types of word pairs and the relation-

ships that they could entail. The task has some resemblance to certain component tasks

(those of "inference" and "mapping") that occur in R. Sternberg's (1977) treatment of

analogical reasoning tasks. More intensive analysis of this type of task is recom-

mended because of its clear relevance to the measurement of cognitive functioning in

the perception, production, and retrieval of abstract ideas.

ECTs Classified Under Paradigm 6 (Episodic Memory Read-Out)

Our consideration of tasks classified under Paradigm 6 (Episodic Memory Read-Out)

will follow the subclassifications established by the factor-analytic interpretations

given in Chapter 3: Memory Span, Free Recall, Paired-Associate Learning, and Verbal

Discrimination, along with a number of tasks that seem to reflect. episodic memory
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read-out but that have not received clear assignments to factorial dimensions.

Iconic Memory Tasks

An iconic memory task similar to the one developed by Sperling (1960) was used in

only one study surveyed here. In the version employed by Hunt, Lunneborg, and Lewis

(1975), 8 letters, arranged in a 2 x 4 array, were exposed for 50 msec in a tachisto-

scope. Following this, the screen was blank for from 0 to 1 sec, terminated by an

auditory cue that directed the subject to recall orally the 4 letters in either the top

or the bottom line. There were randomly sequenced delays of 0, 0.15, 0.3, and 1.0 sec.

The results figured in these investigators' report in two ways. First, the number of

correct recalls at zero delay constituted the first variable selected in a stepwise

discriminant analysis to distinguish "high verbals" from "low verbals." While the

precise data are not reported, one would assume that high verbals recalled more, and

that the discrimination provided by this task was significant. If so, Hunt's hypothe-

sis that high verbals are better able to access letter-name codes would receive sup-

port, though not absolute confirmation. Second, two variables from this task were

employed in a factor analysis. Both appeared on factor HULL-E; number correct at zero

delay had a loading of .62, and a variable obtained by subtracting this from number

correct at 0.3 sec delay had an even higher loading, but with opposite sign, -.72.

(One could question whether it was proper to include the difference variable in the

factor analysis becausc of the linear dependence problem, but let us assume that that

did not affect results seriously.) Neither variable appeared with even a moderate

loading on factor HULL.-A which we interpret as a general (including verbal) ability

factor. The remaining loadings on factor !:LL-E were for two intercept variables from

the Sternberg task and the Posner Phys;cal Match Time, and we have interpreted this

factor as being a more or less simple reactiin time factor. There seems, then, to be

some conflict, which we cannot irterpret or explain, between the factror analysis and

the discriminant analysis results. 0' posSible Lcsequence is the fict that the dif-

ference variable had a loadinC of .36 on facto ,!ULL-B which we interpret as Perceptual

Speed. It is conceivable that the discriminant analysir results came about through the
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correlation of "verbality" with perceptual speed, but that seems unlikely because in

that case an information-processing measure of perceptual speed should have had priority

in entering the stepwise discriminant analysis. We can only comment that the status of

the iconic memory measures needs to be further investigated.

We have classified the iconic memory task under Paradigm 6, "Episodic Memory Read-

Out," because it does involve the recall of materials presented to a kind of memory--

the "sensory buffer" in this case. As we will see in the discussion (below) of memory

span experiments, the types of stimuli and the method of scoring (for items themselves

vs. their order) may be critical in assessing results obtained under Paradigm 6. They

may, therefore, be critical in assessing results from the iconic memory task.

Memory Span Tasks

Memory span tasks in various forms, but all involving recall of stimuli in order

after a single presentation, were included so frequently in the studies surveyed here

that a number of interesting questions can be raised about what they measure, and,

tentatively and in part, answered. Before discussing them in detail we believe it is

useful to draw attention to an important distinction and to what should be a very

influential paper by Martin (1978). As Martin notes, the standard digit span task has

traditionally been regarded as a measure of memory capacity, i.e., the number of items

that can be held in immediate working memory. Her study, however, found that digit

span memory, when assessed in the manner recommended by Woodworth and Schlosberg (1954,

p. 697), failed to correlate significantly with any of various measures of "primary"

and of "secondary" memory applied to free recall tests. Through two experiments, how-

ever, she showed that immediate digit span correlated with tests of ability to recall

the order of items as distinguished from the identities of the items. From her

results, it appears, then, that a digit span test measures not only the ability to

recall the identities of the digits presented but also the ability to recall their

order. Further, there are apparently two abilities involved here: memory for identi-

ties of stimuli, and memory for order of stimuli. A memory span test is inherently a

factorially complex measure. The degree to which it measures memory for order, as
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opposed to memory for stimulus identities, is a function of the stimulus set. If the

stimulus set is very limited, as is the case when digits 0 to 9 (or a subset of them)

are used, it probably measures order memory more than when letters or words are used,

because in the latter case the subject has a greater problem remembering the identities

of the stimuli. It is fairly difficult to reduce the effect of stimulus-identity

memory; Martin did it by constructing sequences of 3 letter pairs (e.g., BG, FM, RK)

with the letters selected always from a fixed 12-letter set. Memory span tasks have

also been constructed with even more limited sets, e.g., by using sequences of consonant

or vowel sounds drawn from a set of three (Crowder, 1971), but unfortunately no such

tests were used in the studies surveyed here. It would be our guess that in a properly

designed factor analysis, it would be possible clearly to differentiate memory for order

from memory for stimulus identities--i.e. memory capacity for stimulus identities. As

matters now stand, it appears that memory span factors arise and are differentiated

from free-recall factors mainly because they are more concerned with order memory than

with capacity for memory of stimulus identities--measured to a greater extent by free

recall tests and thus embodied in free-recall factors.

Moreover, since digit span tests have often been regarded as important or at least

useful in measuring general intelligence (see Matarazzo, 1972, pp. 204-206), it becomes

critical to inquire as to the respective roles, in such measurement, of memory for

order and memory capacity for stimulus identities.

Because of the popularity and theoretical significance of memory span tests using

digits, we consider them first. The "standard" digit span test, involving oral or

auditory presentation of digit strings of increasing length (e.g., from 4 to 10 or more),

at the rate of 1 digit per second, is exemplified in tasks studied by Robertson-Tchabo

and Arenberg (1976), Hunt, Lunneborg, and Lewis (1975), Martin (1978), and Berger

(1977). Scored in the manner prescribed by Woodworth and Schlosberg (1954), the mean

digit span was reported by Martin as 7.41 (S.D. = 1.26) in one experiment, and 7.10

(S.D. = 1.18) in another experiment, using the Oxford University subject pool. These

results are apparently typical. Auditory presentation entails successive presentation
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of the stimuli. Visual presentation was often used, however, with stimuli presented

either successively (e.g., Chiang & Atkinson, 1976) or simultaneously, as a "complete"

presentation (e.g., Cory, Rimland, & Bryson, 1977, at least for half of their trials).

The data do not suggest that auditory presentation produces results any different from

visual presentations; Jensen (1971) claimed to find no differences from a correlational

standpoint. Nor do we find any suggestion that simultaneous or successive presentation

makes any difference in the case of visual stimuli. Rate of presentation, however,

seems to make considerable difference in levels of performance: for example, Lansman

(1978) found a mean digit span of 6.43 (S.D. = 1.05) with a rate of .75 sec per digit.

A .5 sec rate was employed by Cory, Rimland, and Bryson (1977) and by Underwood, Boruch,

and Malmi (1978); they do not report results in terms of mean digit span, however. The

latter authors report that practically perfect performance was obtained with 6-digit

strings, and it appears from their graphs that there were about 5% errors with lengths

of 7, 10% with length 8, and about 25% with length 9. An interesting phenomenon was

noted by both Chiang and Atkinson (1976) and Underwood et al., namely that when per-

centage correct is plotted against serial position for different string lengths beyond

the base memory span, errors increase with serial position except for the last position

in the string, where errors decrease considerably. This result can be interpreted in

terms of primacy and recency effects. No investigator, however, attempted to derive

separate measures of primacy and recency on the basis of memory span data.

Possibly primacy and recency effects are, however, differentiated somewhat with

supraspan lists. With lists of 12 digits, presented I digit per second, Martin (1978)

found a mean of 48.79% correct (S.D. = 16.09%), and with lists of 15 digits of which

only the first 12 had to be reported, Berger (1977) reported 35% of possible correct.

Berger's 12-digit list proved to be a measure of what she called an Interference factor,

in contrast to the standard length lists, whose scores measured what she called a

Registration factor. (See our factor analysis of these results, Appendix A, factors

BRGR-A and BRGR-B.)

Berger was also able to measure the interference factor by using two standard-
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length lists in sequence, in the context of trials in which the subject would not know,

until the end of a given list, whether recall of the first list or the second list

would be asked for. In a Retroactive Inhibition measure, the subject was given two

lists, and then asked to recall the first; mean performance level was 45% correct (out

of 88 items possible). If, however, the subject was asked to recall the second list

(Proactive Inhibition), the performance level was only 27%. This somewhat counter-

intuitive result (poorer memory for an immediately preceding list than for one pre-

sumably in more remote memory) seems to indicate that the Proactive Inhibition task

measures something quite different from the standard memory span task, and indeed this

measure defined a separate factor (BRGR-C) in our factor analysis. Retroactive Inhibi-

tion loaded on the Interference factor BRGR-A. The reader may be reminded that measures

of field independence/dependence had high loadings on this Interference factor; see

p. 106 above.

In all cases cited above where reliability data were reported, the reliabilities

were substantial to high. Lansman (1978), for example, reported reliability of .83 for

digit spans determined from her visually, computer-presented task; Underwood et al.

reported a reliability of .75 for scores (number correct) on their task. Possibly this

latter figure was depressed because of the use of a .5-second presentation rate and/or

the limited number of string lengths (6 to 9).

Standard memory span tests involving letters of the alphabet as stimuli were em-

ployed by both Underwood et al. and Fernandes and Rose (1978); in fact, the tasks were

virtually identical except for a very crucial difference that apparently was not noted

by Fernandes and Rose: Underwood et al.'s tasks were administered at a .5-sec presenta-

tion rate (actually, total duration of a simultaneous presentation was .5 sec per item),

whereas Fernandes and Rose used a 1-sec (successive) presentation rate. This difference

is likely to account for fairly striking differences between the two studies in per-

centages correct at different string lengths. For example, while the performance

levels in Underwood et al.'s study were superior at a string length of 6 (possibly

reflecting differences in the subject samples), Fernandes and Rose obtained clearly
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superior performances on both "low [phonetic] similarity" and "high similarity"

strings of length 9. Also, the Day 1-Day 2 reliabilIties for Fernandes and Rose's

measures (.86 for low similarity, .82 for high similarity letter strings) were clearly

higher than Underwood et al.'s split-half coefficients (.64 and .71 respectively).

Fernandes and Rose found significant improvement in performance levels from Day 1 to

Day 2, and higher correlations with free recall tasks on Day 2. (From the studies

surveyed, no data are available on practice effects for memory span tasks employing

digits.) Both Underwood et al. and Fernandes and Rose found that there were decrements

in performance levels associated with the use of high similarity (phonetically con-

fusable) letters as compared with low similarity letters, in agreement with results

from studies by Conrad (1964).

The memory task employed by Allen, Rose, and Kramer (1978) involved auditory,

successive presentation of strings of 5 to 10 letters, with the instruction to recall

the last five digits. Since the subjects were not told how long a given string would

be, they had to continually "update" their memories as the letters were presented. In

analyzing performance, they determined for each subject the intercept and slope of the

regression line of proportion correct as a function of string length. As would be

expected, there was a considerable performance decrement as string length increased,

even though only 5 digits had to be reported in every case. It is possible that this

task was a better measure of memory capacity than the standard type of memory span task;

the intercepts and slopes were both omewhat correlated with performance on a Mental

Addition task, derived from the work of Hitch (1978), that was designed to measure

memory capacity, but since Fernandes and Rose used no other memory span task this is

only a hypothesis.

Finally, we wish again to mention Martin's (1978) work. In order to measure

memory for order using letters rather than digits, she constructed sequences of 3

letter-pairs (e.g., BG, FM, RK) drawing the letters from a fixed set of 12 letters

(exactly which letters were employed is not specified, and there is no information

given as to their phonetic similarities). These pairs were presented visually and
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sequentially at the rate of .5 sec per pair (thus, a total of 1.5 sec for the presenta-

tion); subjects were given 30 seconds to write down their recalls. A strict scoring of

the responses, counting only letters recalled in their correct positions in the string,

gave a mean performance of 55.90% correct (S.D. = 5.86%), and had a correlation of .63

with performance on a standard digit span test. A lenient scoring, however, which

counted number of letters correctly recalled regardless of position, gave a mean

performance of 67.12% (S.D. = 5.22%) and correlated insignificantly with digit span

performance (r = .28, n = 16), although it correlated .72 with the strict scoring.

The studies surveyed here contained no examples of memory span tasks using stimuli

other than digits and alphabetic letters; we restrict the use of the term memory span to

tasks involving a single presentation and requiring recall in the order presented. Tasks

involving recall of words, pictures, etc., are to be found described under Free Recall

tasks since they did not require recall of order, but merely of identities. We would

suppose, however, that any task that requires memory for order after a single presenta-

tion would behave correlationally like digit- and letter-span tasks even if the stimuli

were other than digits or letters, unless, possibly, the stimuli were unfamiliar or

otherwise outside the knowledge-range or immediate competence of the subjects.

Investigators planning to use memory span tasks nevertheless need to give careful

consideration of the several variables that appear to affect levels of performance and

the correlational behavior of the scores, such as size of stimulus set, nature of

stimuli, and possibly rate of presentation. It would be useful to skew the measures

more towards measurement of memory for order than has been the case in the past.

Measures of the interference factor and of a possible proactive inhibition factor might

also be useful in assessing cognitive skills, as well as separate scoring for primacy

and recency. None of the studies surveyed here employed Digit Span Backward (i.e.,

recall in reverse order), which has been claimed to have a higher g loading than Digits

Forward (Jensen & Figueroa, 1975).

Miscellaneous Single-Presentation Memory Tasks

Hunt and his colleagues studied several variants of the task developed by Peterson
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I
and Peterson (1959) and reported interesting differences between subjects with high and

low (or at least less high) verbal or quantitative aptitude. In a Susceptibility to

Interference task (Hunt, Frost, & Lunneborg, 1973, pp. 106-108), subjects were visually

presented in each trial with a CCC trigram (3 consonant letters), followed by a 3-digit

number, with instructions to attend to the trigram so that it could be recalled upon a

signal after counting backward by 3s from the 3-digit number after varying numbers of

seconds. There were four trials at each of the intervals (lags) 3, 6, 9, 12, 15, and

18 seconds. Counting backward constituted a kind of interference for the memory of the

initial CCC trigram; thus, the task can be construed as a memory span task with inter-

ference. Peterson and Peterson had studied the decrement in memory as a function of

lag. Hunt et al. found similar decrements, but reported that subjects with high quanti-

tative aptitude recalled significantly more letters than low quantitative aptitude

subjects at most lags. High and low verbal aptitude subjects, however, did not differ

significantly. Possibly the verbal groups would have differed if the responses had

been scored for correctness of order of the letters constituting the trigrams--a

technique of scoring that Hunt employed in other or later experiments. In appraising

these results the possibility must be considered that the low quantitative subjects

were more handicapped in performing the interfering task, which required a certain

amount of quantitative ability, and thus had more interference in remembering the

initial stimuli.

High and low verbal ability subjects were reported to differ in their performance

on another version of the Peterson and Peterson task (Hunt, Lunneborg, & Lewis, 1975,

pp. 204-206). In this version, subjects were shown sequences of 4 alphabetic letters

to be recalled after varying lags that were filled by subjects' having to "shadow" a

series of digits. Responses were analyzed in terms of transposition and intrusion

errors; low verbals made more errors of both types than did high verbals, providing

more evidence that the distinction between these two groups was associated with dif-

ferential memory for order. The scores on this task were among the first to enter in a

discriminant function analysis. On the other hand, in the factor analysis of 34
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variables in these investigators' study, these variables defined their own factor

(factor HULL-C) and did not exhibit significant loadings on factor HULL-A which incor-

porated most of the verbal aptitude tests. Again we see a somewhat puzzling discrepancy

between two analyses of the same data, possibly due to the use, in the factor analysis,

of difference variables that overlapped with other variables that generated them.

Another task used in this same study (pp. 202-204) contained some features of a

Peterson-Peterson task. One might call it a task calling for the delayed recall of

"integrable" words. In the presentation phase, subjects were shown sequences of

syllables of various sorts. During the interference phase, they had to read 60 digits

aloud. On a signal, they had to spell out as many of the syllables as possible. Some

of the syllables presented were parts of common words, e.g. the syllables prob and lem

which make up the word problem; such syllables were presented adjacently, but nested

among sequences of syllables that did not make up words. High and low verbals were

found to be distinctively different in their rates of recall of syllables that made up

words. Further tests ruled out the possibility that the results were due to differen-

tial word familiarity. According to the investigators, the results are "consistent with

the hypothesis that highly overlearned codes are somehow more accessible to high verbal

subjects, and that the high verbal subject is more adept at integrating acoustic cues

over time" (p. 204). The scores, however, were not entered into the factor analysis

done by these authors, and did not figure in the discriminant analysis mentioned

earlier. The task deserves to be studied further.

In an earlier pilot experiment (Hunt, Frost, & Lunneborg, 1973, pp. 102-104), still

another Peterson-Peterson type of task was employed in conjunction with Wickens' (1970)

paradigm for release from proactive inhibition. Again, the basic task is to note

certain stimuli for later recall after an interfering task (counting backwards by 3s,

in this case). Over three trials of this kind, all the stimuli are selected from a

certain category, e.g., vegetables; three words in such a category are presented on

each trial. On a fourth trial, however, the three stimulus words are selected from

another category, e.g. occupations. When the recalls were scored for number of words
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recalled on the 4th (PI release) trial, high and low verbals did not differ, but when

they were scored correct only if all three words were recalled in the original order,

high verbals showed about 80% recall, while low verbals showed about 20% recall. The

authors concluded that the difference was due to differential deterioration of order

information. This striking result should be tested in a replication of this interest-

ing task, along with other tasks designed to measure memory for order, such as the kinds

of memory span tests described earlier. The PI-release task is one that is very easy

to administer. (The writer has demonstrated it in his classes.)

Dichotic Listening Memory Tasks

Certain dichotic listening memory tasks employed in the studies surveyed here con-

tain features of memory span tasks and for that reason are considered here. Hunt,

Lunneborg, and Lewis (1975, pp. 217-218) used a Dichotic Listening task adapted from

Massaro's technique for studying auditory short-term memory. On each trial, subjects

were presented sequences of digits or consonant letters dichotically, two digits and

two letters to each ear. A signal then cued them as to what they should report--

either all stimuli received in a given ear, or all stimuli in a given category (digits

or letters). It may be noted that subjects received a total of 8 stimuli on any given

trial, a fact that makes this task resemble a memory span task. Further, this size of

memory set is at the upper bounds of the normal memory span. The results were used

both in high-low verbal ability discriminant function analysis and in the authors'

factor analysis. The "category score" (number of stimuli recalled in the "category"

condition) was the 4th variable to enter the discriminant analysis, presumably con-

tributing significant variance beyond the first three. In the factor analysis, both

the category score and a variable derived from the difference between the category

score and the ear score had high loadings on factor HULL-C, along with slope variables

from the Sternberg memory-scanning task and two variables from a complex mental

manipulation task (the "Sunday-Tuesday task"). The authors suggested that this factor

could be interpreted as "the ability to access and scan information in STM, without

imposing the additional requirement that the data located be subjected to a
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transformation" (p. 223). We are not aware that this result has thus far been repli-

cated, suggestive as it is. Of interest also is the fact that the category score had

a possibly significant loading (.29) on factor HULL-A, which was represented mainly by

various types of psychometric aptitude tests. Further study of this task should ex-

plore whether its memory-span features cause it to tap memory for order, as opposed to

access of information in short-term memory. Lunneborg (1977) used this same task and

found that it correlated with memory span measures.

A Dichotic Listening Task was also studied by Keele, Neill, and de Lemos (1978,

p. 5) as a possible measure of ability to switch attention. This was a version of the

Gopher and Kahneman (1971) task that was found to predict certain criteria of aviators'

flight performance. Pairs of words, either pairs of color names or a color name and a

digit, were presented dichotically at two pairs per second. Before the sequence of 3,

4, 5, or 6 pairs started, a tone signaled which ear the subject was to attend to in

order to report the digits as they occurred. Thus, there was no memory span feature in

this task; it presumably reflected the ability to focus attention to one ear or the

other. The task had a high reliability (.92) and correlated substantially with certain

other tests designed to measure attentional flexibility. Possibly a task of this sort

should be used as a control in exploring the type of dichotic listening test studied by

Hunt et al.

Free and Serial Recall Tasks

Structurally, there seems to be little difference between free and serial recall

tasks, on the one hand, and memory span tasks, on the other. Yet abilities in memory

span tasks tend to have low correlations with abilities in free and serial recall

tasks, and we have noted many instances of memory span factors differentiated from free

recall factors. What needs to be better understood is what makes for the differences

between these two classes of factors. Do they reflect fundamentally different types of

memory abilities and processes, or are the differences due mainly to the kinds of task

requirements and the strategies different people adopt in meeting those demands?

There are several obvious differences in the types of task requiremepts. In the
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memory span task the requirement is to remember the order of a series of stimuli that

are presented just once, whereas in the free recall task the requirement is to remember

the stimuli in any order. Further, the memory span stimuli are usually either digits

or letters, ordinarily very familiar to the subject, whereas the stimuli in free recall

tasks are selected from much larger sets, e.g., words of the English language having

much more information value, in an information-theory sense, than digits or letters of

the alphabet. Also, words and similar classes of stimuli may have more complex associa-

tional values than digits or letters. Another difference is that the free recall task

usually presents sequences of stimuli considerably beyond the memory span. Frederiksen

(1969), for example, studied the acquisition of lists of 60 words each. Finally, free

and serial learning tasks often allow substantial time for study and "rehearsing" of

stimuli, often over several trials. The rate of presentation is usually slower than in

memory span tasks.

If it is asserted that the memory span task measures memory for order while free

and serial recall tasks measure something else, one must confront the fact that serial

recall tasks, at least, seem to put some premium on memory for order. The usual serial

recall task, however (at least what goes under that name), involves successive learning

cycles such that the subject has the opportunity to acquire the order information in a

different way from what may be the case in the memory span task, possibly by noting and

acquiring associations between adjacent pairs or groups of stimuli. Indeed, serial

learning task scores sometimes load on both free recall and paired-associate factors

(Underwood, Boruch, & Malmi, 1978). These complex loadings could arise either from

the use of different strategies by different members of a subject sample or from an

inherent complexity of the task that is true for all subjects.

Although there is a fairly long history of factor-analytic work in attempting to

differentiate memory factors, that work has been thus far generally unsuccessful in

clarifying the nature of the factors discovered. We believe that this is because the

critical features of memory tasks have been inadequately identified and manipulated in

factorial studies. Limiting ourselves to the consideration of the tasks utilized in
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the studies included in the present survey, we may nevertheless make a number of sug-

gestions about what the critical features may be and how they might be explored in

further research. Let us first take up serial recall tasks.

Underwood, Boruch, and Malmi (1978) employed two serial learning tasks; scores on

both of them had fairly strong loadings on a paired-associate factor (UNBM-B) and lower,

but appreciable loadings on a free-recall factor (UNBM-A), in a five-factor solution of

the total set of data. (In certain solutions with up to seven factors, the authors

state, the serial learning tasks constituted a separate factor, but this factor was

found to be unstable.) The first of these tasks (SL-C) was a "standard" serial learn-

ing task that was regarded as a control for the second task. Two 12-word serial lists

were presented visually at the rate of 2 sec per word. The words were drawn from a

pool consisting of all 5-letter words in the Thorndike-Lorge frequency tables; some of

the words were undoubtedly quite unfamiliar to many subjects. After each of three

presentations of a list, a test trial occurred in which subjects had 60 sec to write

the words they recalled in the correct positions in 12 blanks. Since two of the test

trials for a given list were followed by another presentation of the list, subjects had

an opportunity to check and reformulate their memories of the words and their positions.

According to these authors:

Correct positioning was required for an item to be called correct. The mean
total correct responses per trial were 9.03 (SD = 1.98) and 9.27 (SD = 2.06)
for the two lists in order, with the reliability being .71. (p. 402)

In the other task (Serial Learning: Positioning, SL-M), stimuli were drawn from the

same pool as before and the procedures were identical, except that the recall require-

ment was removed by permitting the subjects to see the stimulus words during the test

trials. All the subjects had to do was remember the correct positions of the words,

and report those positions by writing the words in the appropriate blanks. Results

were as follows:

The mean numbers of correct responses per trial were 9.67 (SD = 2.16) and 10.17
(SD = 1.84) for the two lists, and the reliability was .68. Performance on
this task was only marginally better than performance on SL-C. (p. 403)
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The second task had a slightly higher loading (.50) on factor UNBM-B, the "paired-

associate" factor, than that of the control task (.43), indicating, possibly, that the

learning of the positions of the words was done by noting particular positions and

adjacencies in a paired-associate fashion. It is of interest that the positioning task

had a smaller loading (.11) on factor UNBM-C, the memory span factor, than did the

control task (.24), possibly indicating that the memory for order in the control task

was done more in a memory-span mode (remembering particular sequences of words). It is

a little surprising that the performance on the positioning task was not greatly

superior to that on the control task, but perhaps there was a ceiling effect operating,

since even on the control task where the subjects had to remember the words, the per-

centages correct were more than 75%; those on the positioning task were about 81% and

87% for the two lists. Possibly the contrast could have been brought out by making the

lists somewhat longer than 12 words. Also, separate analysis by trial might have been

instructive; one would think there might be a greater contrast between the tasks on the

first trial.

Results for three serial learning tasks were analyzed in a report by Malmi, Under-

wood, and Carroll (1979). In each task, 2 serial lists were each presented by lantern-

slides for 2 study-test trials, with 90 seconds allowed for the test phase. The lists

varied only in the nature of stimuli to be learned and recalled in order. In task SLl,

each list consisted of 24 words, each word being shown for 4 sec. In task SL3, the

stimuli were 8 triplets of words, each triplet being shown for 12 sec; subjects were

instructed that the triplets themselves had to be recalled in the order shown, but that

the words within each triplet need not be reported in the order shown. In task SLS,

the stimuli were 12 3-word sentences like "Jogger lost medal," to be recalled in the

order shown on the study trials. In the factor analysis of data from these and other

memory tasks, the serial learning tasks loaded substantially only on the free-recall

factor MAUC-A; loadings on a paired-associate factor MAUC-B were negligible. These

two factors, however, were highly correlated (.85). Although the authors were puzzled

about the apparent discrepancy between these and the earlier results, it may now be
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suggested that the difference may have been due to the greater difficulty of the loarn-

ing tasks in this study, which had from 24 to 36 words to be note-d in each list, or

from 8 to 24 separate items whose order had to be noted. In fact, the size of the

factor loadings is negatively correlated with the number of things to be ordered:

.45 (task SL3, 8 things ordered), .39 (task SLS, 12 things ordered), .31 (task SL1,

24 things ordered). Thus, the more things whose order had to be noted, the iiwer the

factor loading, and the less the task measured the basic free-recd~l ablity measured

by other tasks that did not require order. In a repetition of this study i. would be

useful to include several tasks, including memory span tasks, that would be designed

to measure memory for order and not free recall. One of the tasks could be siilar to

the task SL-M used in the earlier study, in which subjects only had to note position.

We can mention only one other task that has some of the characteristics of serial

learning that might be further investigated. In Whitely's (1977, p. 468) Short-Term

Retention task, subjects viewed an analogy stem, e.g. "Deep: Cheap :: Shallow: ",

and were asked to study It so that they could remember it. Up to 5 sec were allow-d

for study, but study times were recorded, as well as any errors (presumably, including

errors of order) in the recalls that took place after study. Average study time was

3.49 sec (S.D. = 1.66) for this type of task, and this variable had a loading of .67

on factor WHIA-A interpreted as "memory accessibility." This finding prompts the

suggestion that studies of serial learning should investigate the one-trial study

times required by subjects to remember without error a simple sequence of stimuli like

that exemplified here, and particularly, to remember the sequence of stimuli without

necessarily remembering the stimuli themselves. Common experience and some evidence

suggest that individuals differ widely in the study times they would require to perform

without error. Of course, the nature and number of stimuli i.,volved would be taken

into account in any such research.

Turning now to pure free recall tasks, we find the most informative study to be

that by Underwood, Boruch, and Malmi (1978, pp. 399-401) who factor-analyzed six

variables derived from tasks clearly falling in the free-recall paradigm. The tasks
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are listed here in the order of their factor loadings on factor UNBM-A in its

orthogonalized form (UNBM-a); certain other data are given:

Loadings Other Relia- % Correct
on: Loadings bility List 1
a gm

2 FR-CO Free recall: Concrete .515 .611 .211 (d) .70 66.8

2 FR-S Free recall: Spacing .492 .640 .270 (e) .68 42.7

1 FR-C Free recall: Control .477 .625 .144 (c) .68 42.9
4 FR-AB Free recail: Abstract .370 .590 .387 (d) .60 46.5

5 FR-II Free recall: Interitem Associations .362 .621 .296 (d) .69 78.0

6 FR-CA Free recall: Conceptual Associations .331 .568 .270 (d) .72 69.2

In all cases, the variables represent number of items recalled, regardless of order,

from presentation of lists of words presented for a single study trial. For FR-C, the

words were drawn from the same pool as that described for these authors' serial learning

tasks, but for the other tasks they were subject to various types of restrictions, the

details being as follows:

FR-CO Free Recall: Concrete: Two 24-item lists of words with high concreteness,
shown at the rate of 4 sec per word.

FR-S Free Recall: Spacing: Two lists, each having a total of 56 words, but 32
different wcrds, shown at a rate of 4 sec per word; 24 of the words were presented
twice, 12 adjacently ("massed"), and 12 spaced from 3 to 20 words apart. There
was no evidence of different processes associated with the massed and spaced
words, though there was superior recall for the spaced words.

FR-C Free Recall: Control: Four 24-item lists of 5-letter words drawn from the
Thorndike-Lorge pool and placed randomly, presented at the rate of 4 sec per word.

FR-AB Free Recall: Abstract: Two 24-item lists of words with high abstractness,
shown at the rate of 4 sec per word.

FR-II Free Recall: Interitem Associations: Two 24-item lists of words, each made
up of 12 pairs of associated words like doctor-nurse and shallow-deep, presented
at the rate of 4 sec per word. (A cluste-rig score, CL-I, was computed but not
used in the factor analysis because it had few significant corelations with other
variables.)

FR-CA Free Recall: Conceptual Associations: Two 24-item lists of words, each made
up of three instances of each of eight categories (e.g., table, chair, bed as
instances of furniture) placed randomly but not adjacently bycate-gories shown at
the rate of 4 sec per word. (A clustering score was computed but not used in the
factor analysis; it did, however, correlate .71 with CL-II, and .37 with FR-CA.)
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All the tasks involve the ability to notice, encode, and retrieve multiple items

as single entities dissociated from the positions in which they appeared in lists; in

fact, over the 2 to 4 times a given list was presented, the items would generally appear

in different positions because they were placed randomly (except for certain restric-

tions noted above). It is this ability that we believe is essentially reflected in

the loading of the tasks on factor UNBM-a. Certain characteristics of the items,

however, make for variations in the difficulties of acquiring them. Examining the per-

centages correct on the first trial of a given list (which would give a better estimate

of difficulty than the percentages over all lists for a task), we find that as compared

to the control task, interitem associations, conceptual associations, concreteness, and

then abstractness assist in recall, in that order of degree. This order, however, does

not explain the order of factor loadings on UNBM-a. It is, however, somewhat asso-

ciated with the extent to which the tasks load on factor UNBM-d, which we have inter-

preted roughly as "memory for events." Possibly, therefore, people who can use a

strategy of noticing certain kinds of associations or characteristics of the words as

"events" will have greater success in free recall tasks. Such noticing is conceived

to constitute a process over and above that of simply "registering" or encoding the

item for later recall.

The small but possibly significant loading of the Spacing task on factor UNBM-e,

the "verbal discrimination," may indicate that high ability on this factor facilitates

using item repetitions in encoding them. The small (but possibly meaningful!) loading

of the Control task on factor UNBM-c, the memory-span factor, may indicate that some

people tend to fall back on memory span abilities in performing a free recall task

when the items are simply a random set.

One other free recall task studied by these investigators was one that was

embedded in a "simultaneous learning" pr edure that presented slides depicting scenes

that would be seen during an imaginary drive through an urban area. (This setting has

been mentioned earlier, p. 185.) The free recall task, about which subjects were

explicitly informed in advance, was that of observing and remembering for later recall
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the names of companies, e.g. "Eagle Chemicals," that would be encountered. Each such

"company name," consisting always of two words, occurred twice during the presentation,

along with other things to be observed and remembered. There were two trials on the

total task, and there were 30 company names. Recall performance was very poor on both

trials, but improved markedly from the first to the second trial. Means were,

respectively, 1.86 (S.D. = 1.59) and 6.91 (S.D. = 3.41), and the reliability of the

scores was .64. The scores had a very low communallty (.217) in the factor analysis,

indicating that there was much variance unaccounted for in the common factor space.

It is interesting that despite low communality and relatively low reliability the

scores nevertheless had their only significant loading (.262) on the free-recall factor

UNBM-A.

In a further study, Malmi, Underwood, and Carroll (1979) reported on a factor

analysis of three free recall tasks that were included in a battery designed to explore

relationships between free recall, serial recall, and paired-associate tasks. Paradigms

and their typical procedures were crossed with the types of items typically used in the

paradigms. FRl was a "standard" free recall task in which two lists, each of 24 words

drawn from the Thorndike-Lorge pool of 5-letter words, were presented for two study-test

trials at the rate of 4 sec per word in the study phases, with 90 seconds allowed for

written recall. In FR3, the lists consisted of 8 triplets of words drawn from the same

pool as before (e.g., fairy gourd udder). Each triplet was shown for 12 sec in the study

phase. Again, 90 seconds were allowed for written recall. The triplets could be re-

called in any order, but the three words within a triplet had to be written together

(though in any order). In task FRS, each of two lists consisted of 12 3-word sentences

like "Girl drove donkey", each shown for 6 sec, one after the other, on the study

trials. During the 90-sec recall phase, the sentences could be written in any order,

but the words of each sentence had to be written together. The study sought to deter-

mine whether the factorial structure would depend more on the overall procedure (free

recall, serial recall, or paired associate) or more on the types of items in the lists

(separate words, groups of words, or sentences). The finding was that the structure
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depended almost exclusively on paradigm and procedure. All three free recall tasks ap-

peared on a factor MAUC-A that also had appreciable loadings on serial recall tasks.

In contrast, factor MAMC-B had loadings on all the paired-associate tasks. The load-

ings of the free-recall tasks on factor MAUC-A could be said to correlate positively

with the number of words within the items to be recalled, and negatively with the number

of separate items to be recalled, as may be seen here:

Task Percent No. of Words No. of Items Factor Loading Reliability
Correct in Each Item To Be Recalled on MAUC-A

FRl 56.4 1 24 .34 .75

FR3 56.4 3 8 .48 .56

FRS 64.9 3 12 .49 .65

Of course, these correlations may be only chance, but the trends suggest that in fur-

ther research, number of words per item and total number of items to be recalled could

be manipulated in order to see which of these variables governs the size of the factor

loadings. The factor loadings are not correlated with the proportion correct, and if

anything, they are negatively correlated with task reliabilities, so that increased

reliabilities would be expected to enhance the effects noted above.

Immediate free recall tasks generally similar to those used by Underwood and his

colleagues have been studied by other investigators, and when a sufficient number of

them are analyzed in a factorial battery they tend to appear on free recall factors;

the results are covered in Chapter 3 (pp. 108-109).

Little attempt was made, in the studies surveyed here, to analyze free recall

performance more intensively and deeply by looking at detailed aspects of performance.

However, Robertson-Tchabo and Arenberg (1976) scored an immediate free recall per-

formance in terms of (a) recall of words in the last five positions of a 12-word list,

as a measure of "primary" memory, and (b) recall for the words in the first seven

positions, as a measure of "secondary" memory--memory not in immediate attention.

These scores proved to have loadings on different, practically uncorrelated factors,

factor ROBA-E ("Primary memory") and ROBA-D ("Secondary memory"). It is noteworthy
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that a delayed free recall test, in which subjects were asked, after an interpolated

task, to recall the words they had been given in the immediate recall test, had its

expected loading on the secondary memory factor. Thus, ability to retain and recall

material after an interval of time and after interpolated activities is not the same

as the ability to recall the material immediately. Many would argue that "secondary

memory" is more important than "primary memory" in daily life and occupational settings.

Though Underwood et al. could be said to be dealing with "episodic" memory in the sense

of memory for any events in the immediate or the more remote past, what they were

really dealing with, for the most part, was a combination of primary and secondary

memory, since they used only total scores on their free recall tasks. Some caution

should be observed in accepting the significant correlation (.57) that Martin (1978)

obtained between immediate and delayed free recall because the delayed recall variance

may have been associated only with the "primacy" or "secondary memory" aspects of an

immediate free recall task, and not with the "recency" or "primary" memory aspects of

such tasks.

The scoring procedure employed by Robertson-Tchabo and Arenberg (1976), though it

may have been convenient for their purposes, may have been only a gross approximation

to the information that could be derived from detailed analysis of free recall

responses. Frederiksen (1969), using principal component analysis, found that at least

five dimensions were needed to describe the learning performances of 120 subjects

acquiring a 60-word list over 18 trials under three different conditions, including

free recall. A similar procedure was employed by Leicht (1972), but it remains to be

shown how such procedures can yield theoretically meaningful information about learning

and memory. Frederiksen found only slim evidence that parameters of learning curves

obtained in this way could be predicted from patterns of abilities, and he concluded

that "the amount of information about human learning obtainable from learning curves

may be limited, and that precise prediction of learning performance curves may not be

the most important function of a learning theory" (1969, p. 68). Despite this rather

pessimistic conclusion, we believe that further efforts should be made to analyze
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different aspects of learning and memory performance. Frederlksen's findings about

people's observations of their own strategies deserve further attention.

A type of analysis that has appealed to many researchers in verbal learning, and

to some in the area of IDs, is the computation of indexes of "clustering," that is,

indexes of the extent to which subjects tend to group items by logical or semantic

categories when they are free to recall items in any order. This is done on the

assumption that list learning under free recall instructions may be facilitated, in

some people, by the use of associations or categorical relationships between items.

Hunt, Frost, and Lunneborg (1973) found, however, that under some conditions (when

J words from different categories are mixed in a list), "high verbals" rely less on

clustering than "low verbals," possibly because they have greater ability to encode and

otherwise "register" the raw material of a list and do not need to use clustering

strategies. Clustering measures have been applied to free recall performances also by

Lunneborg (1977), Allen, Rose, and Kramer (1978), and Underwood, Boruch, and Malmi

(1979). Lunneborg found a Clustering Base variable (amount of clustering upon the

second presentation of a blocked list) significantly negatively correlated with each of

a series of psychometric aptitude tests, supporting Hunt et al.'s finding. Allen et

al., however, found their clustering measures, based on a certain sentence recall task,

to have very low reliabilities, and the factor analytic results with this measure

are virtually uninterpretable. As we have noted, Underwood et al. computed clustering

measures on two of their free recall tasks but although these measures intercorrelated

to the extent of .71, they failed to correlate significantly with any other variables--

even with any of several measures of verbal ability. All these results present a

rather puzzling spectrum. Even though there appear to be consistent tendencies among

some people to use clustering strategies in free recall, these tendencies are not

reliably related to ability, nor are they reliably correlated even with successful per-

formance on free recall tasks. Generally, the evidence impels one to feel that further

research with clustering measures will be unprofitable in differential psychology,

unless, possibly, clustering is seen as one of many different strategies in learning
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and memory performances.

Nearly all the work surveyed here on free recall (or for that matter, any kind of

recall) has involved verbal or symbolic materials. A few tasks included in these

studies have involved other kinds of information, such as spatial information. Cory,

Rimland, and Bryson (1977) employed a computer-administered Memory for Patterns test

that required subjects to reproduce patterns that were shown by sequentially blinking

dots on a grid. Factorially, scores on this test appeared on factor CORB-H which was

otherwise defined only by a test called.Recognizing Objects (see p. 125).

Possibly its apparent spatial component was not captured because the battery included

no spatial ability marker tests. A memory task developed by Salthouse (1975) offers

possibilities for detailed examination of memory for verbal as opposed to spatial

information. Kail and Siegel (1977) used this task to study sex differences in verbal

vs. spatial memory. In a 7-sec presentation, subjects are shown a 4 x 4 matrix with 3

to 7 letters placed in some of its cells. Prior to the presentation, subjects can be

asked to remember (a) just the letters, (b) just the positions in which letters occur,

or (c) both the letters and the positions. The advantage of this task is that memory

for verbal and spatial information can be compared directly.

Paired-Associate Tasks

Paired-associate tasks are characterized by the fact that the subject is required

not only to encode, for later recall, one or more stimuli (as in the free recall

situation) but also to recall them contingently and differentially on one or more

cues. That is, the associations between the cue-stimuli and the response-stimuli must

be learned. Customarily, the cue-stimuli are called simply "stimuli" and the response-

stimuli are called simply "responses," because in the test phase of the task the cues

are given as stimuli for the subject's response. It is possibly this double requirement

that makes paired-associate tasks a better measure of a general factor of memory, if we

accept what was found in the second-order analysis made of the data of Underwood,

Boruch, and Malmi (1977; see p. Ill above and Appendix A in this report).

The data on paired-associate tasks that were included in some of the studies
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surveyed here give certain indications concerning what makes a paired-associate task a

good measure of the Paired-Associate factor of memory ability. Underwood et al.

included four paired-associate tasks in their study. Each task involved two lists

consisting of 12 paired stimuli; the stimuli were in all cases words. (Conventional

tests of the Associative Memory factor use pairings of words and other kinds of

stimuli--pictures, numbers, etc.) The "study-test" method was used; that is, the stimu-

lus pairs were successively exposed to the subject, and after all pairs had been ex-

posed, there was a test phase during which the cue-stimuli alone were presented, and the

subject attempted to write the required response. (In one of the tasks, Matching, both

stimulus and response terms were given, the subject being required only to indicate how

they were to be matched. Thus, the recall aspect of the task, as far as the response

terms were concerned, was eliminated.) In all cases, there were three such study-test

trials, and therefore the subject had considerable opportunity to learn the pairings

through multiple exposures, possibly profiting from feedback. It is possible that this

learning opportunity is one feature of these paired-associate tasks that differentiated

them, factorially, from the free recall tasks studied by Underwood et al., which had

only a single study trial.

Relevant data for the four tasks, listed in the order of their loadings on the

orthogonalized factor UNBM-b, are as follows:

Loadings Other Relia- % Correct,
on: Loadings bility List 1 List 2

b g

11 PA-II Paired-Associates:

Crossed Associates .499 .755 -- .77 87.9 89.5

12 PA-CA Paired-Associates:
Conceptual Interference .427 .697 .142 (d) .67 85.4 83.3

(Paired Categories)

10 PA-M Paired-Associates: Matching .404 .687 -- .80 90.2 90.4

9 PA-C Paired-Associates: Control .376 .694 .142 (a) .75 78.1 88.9

All the tasks were quite easy. This is probably due to the fact that the lists con-

tained only 12 pairs each, and to the use of a 4 sec/pair (15 pairs/min) rate of
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presentation. (The investigators found it necessary to increase the presentation rate

to 2 sec/pair [30 pairs/min] in the case of the Matching task.) In future work, relia-

bilities, difficulty, and possibly factor loadings could be increased by lengthening the

tasks and using higher presentation rates. The task having the highest loading on

factor UNBM-b was Crossed Associates, in which pairs of associated words (e.g., ay-

night, hammer-nail) were "inappropriately" paired (e.g., day-nail). Previous research

had shown that such "crossing" of associates seemed to produce interference. The in-

vestigators concluded that there was little evidence of interference in this study,

since the mean percentage correct was even higher than that in the control task.

Nevertheless, the interference effect may have shown up in the factor loadings, since

this task had a high correlation (.71) with the Conceptual Interference task, in which

the paired words were "inappropriately" paired instances of categories (e.g., aunt-plum,

uncle-peach). If the critical element in paired-associate learning is the learning of

the pairings, the Matching task, previously described, ought to have been the best

measure of the factor, but it was not, having a loading on UNBM-a of .404, despite a

reliability of .80. Possibly the task was not difficult enough. The net effect of

the data does not exclude the possibility that further research, with tasks of appro-

priate difficulty, would show the critical element to be the learning of pairings. In

fact, the further study reported by Malmi, Underwood, and Carroll (1979) would seem to

support this idea. In that study, the highest loadings on the paired-associate factor

MAUC-B were for tasks in which, in effect, the subject had to learn a multiplicity of

pairings for each stimulus word. For example, in task PA-4St, which had the highest

loading, the pairing of 6 different response words with each of 4 different stimulus

words had to be learned. The mean percentage correct was only 46.7.

Both Underwood, Boruch, and Malmi (1978) and Fernandes and Rose (1978) used a

task, List Differentiation, which might logically be classified as a paired-associate

task. In both cases, however, factor analyses showed it to measure a free-recall

factor, though somewhat weakly. Our "logical" classification of it as a paired-

associate task comes from the fact that it requires the subject to note and recall
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which of three successive lists a particular word appeared on, i.e. the pairing or

association between list number and word. Possibly this test measured free-recall

because subjects dealt with it by a free-recall strategy, i.e., learning the lists as

free-recall lists and then, upon testing, reporting which list the word had appeared

in. Subjects with better free-recall ability would presumably be in a better position

to report list numbers accurately. If list-numbers had been more explicitly paired

with words the task might have measured paired-associate ability.

Another task used by both Underwood et al. (1978) and Fernandes and Rose (1978)

that could be classified as falling in the paired-associate category was named Inter-

ference Susceptibility. In this task, subjects are presented with lists of word-number

pairs. Within a set of lists, the lists contained the same words but they were paired

with the numbers in different combinations and presented in different orders over

trials. In theory, the subject's ability to resist the strong proactive inhibition

would be tested. Underwood et al. reported a reliability of .81 for this task, but it

was not used in their factor analysis because preliminary work did not produce clear

patterns of factor loadings for it. Inconsistent results were also found in our factor

analyses of data given by Fernandes and Rose, although the task tended to be associated

with Factor FERO-B, a composite factor containing Memory Span, Running Recognition, and

Situational Frequency. Because of the high reliability of the task, it should be fur-

ther investigated, but with sufficient marker variables and comparable but slightly

different measures of interference susceptibility to define a separate factor if one

exists. Fernandes and Rose reported that subjects tried out different strategies in

dealing with the task; possibly the task could be redesigned so as to accentuate each

of several possible strategies.

One would expect a strong paired-associate memory component in a task, variously

called Verbal Problem Solving (Lunneborg, 1977, p. 320) and Fact Retrieval (Lunneborg,

1978, p. 157), in which subjects have to learn to criterion a list of statements link-

ing such things as names and occupations (e.g. "Smith is a carpenter"), names and

locations, locations and settings, and settings and activities. A week later, after a
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recall test of mastery of these "facts," a series of true-false questions was given,

for example, "Can the carpenter see the fountain?" Questions were such as to require

the retrieval of 1, 2, 3, or 4 facts. Response times were taken and the variables used

were the slope and intercept of the line of regression of correct response time on

nuner of facts required to answer the question. Inasmuch as the facts were supposed

to have been well mastered, the paired associate component would not be important in

the slope and intercept measures; in Lunneborg's work, the slope and intercept variables

appeared on two different factors which are difficult to interpret. The paired associ-

ate component would, however, presumably operate in the initial learning phase of the

test and any immediate or delayed testing. It is possibly of interest that a test

very much like Lunneborg's task--perhaps modeled on it--is apparently in use in the

Federal Republic of Germany as a part of a medical aptitude test. Sample items are

given in Der Spiegel of April 2, 1979, pp. 231ff. A translation of some materials

from this test ("Fact Learning") is as follows:

Characterizations: (study materials)
Huber: Age 10, elementary school, only child, measles.
Stbrri: Age 60, widow, lives in Altenheim, broken bone.
HUrrlimann: Age 40, salesman, auto accident, in shock.
Bauer: Age 25, merchant, football player, broken collarbone.
MUller: Age 75, authoress, in intensive care, cancer.

Questions: (to be answered from memory only, after taking several other tests)
The widow: (A) has cancer; (B) is aged 75; (C) has a broken collar bone;

(D) lives in Altenheim; (E) is named Huber.
In intensive care is: (A) the patient with the auto accident; (B) the

authoress; (C) Mrs. Stdrri; (0) the patient in shock; (E) the only child.
Etc.

We would suppose that this test would measure paired-associate memory as well as what-

ever reasoning processes might be required to make the correct inferences from the

information in the "characterizations." Note also that the questions are given only

after the administration of several other tests; it would thus be a test of delayed

paired-associate memory.

Evidence is mixed as to whether paired-associate learning is related to abilities

outside the domain of memory. As noted, paired-associate variables were only slightly

221



related to verbal ability variables in the study by Underwood, Boruch, and Malmi

(1979). Hunt, Frost, and Lunneborg (1973, pp. 108-109) report significant correlations

between verbal ability and errors to criterion for acquisition of number-word pairs,

the word-responses being either nouns (r = -.51), verbs (r = -.45), or adjectives

,{r = -.29) in three corresponding groups of subjects. Correlations between verbal

ability and number of words recalled after 5 weeks were .30, .15, and .21, respectively.

The significance of these results may be questioned, however, the Ns being actually

only 20. (This experiment has been reported by Nelson, Fehling, & Moore-Glascock, 1979,

but the authors give no information on, or further analysis of, the verbal ability

correlations, being concerned only with certain problems about savings in relearning.)

The psychological literature contains much more information about correlations of

paired-associate learning and other abilities but it will not be reviewed at this time.

The Continuous Paired-Associate Memory Task

The continuous paired-associate memory task developed by Atkinson and Shiffrin

(1968) to explore a mathematical theory of learning and memory has been used by several

investigators to study individual differences. In this task, the subject is initially

presented with a set of paired stimuli (e.g., word-number pairs) and asked to learn the

responses. As the pairs are tested, however, new response terms are assigned. The

subject has to revise his memory so that the new response can be given when its stimulus

reoccurs, which can occur after a varying number of intervening stimuli; the number of

intervening stimuli is called the "lag." Probability of correct performance can be

plotted as a function of lag, and one can compute estimates of the four parameters that,

according to Atkinson and Shiffrin's formulation, determine the shape of this curve.

However, it should be pointed out that very large numbers of trials are required to

permit reliable estimates of these parameters for individual subjects. Most investi-

gators have resigned themselves to evaluating performance of individual subjects by

noting the number correct in a series of trials. Hunt, Frost, and Lunneborg (1973,

pp. 96-99), however, estimated these parameters and reported that high and low

quantitative aptitude students differed significantly on some of them; high quantitative
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students had higher mean values on the parameter a, indicating a higher probability of

placing an item into short-term memory, and lower mean values on T, indicating a lower

rate of loss of retrievable information from intermediate term memory. (Hunt & Lansman,

1975, p. 89, fn. 1, have revised the significance levels originally reported for these

data; the correct significance levels are .01 and .001, respectively.) No significant

differences between high and low verbal aptitude students on any of the parameters

were reported.

These results have not yet been replicated because other investigators have not

attempted to derive individual parameters. Rose (1974) used a version of the task and

obtained total number correct as an estimate of the parameter 0. The reliability of

this variable was .51 for Day 1-Day 2 and .72 for Day 2-Day 3. In our factor analysis

of his data, this variable appeared, though very weakly, on factor ROSE-D, interpreted

as a measure of general verbal aptitude. Lansman (1978) used the task as the primary

activity in a dual-task setting and obtained proportion correct under two conditions

(easy recall, hard recall); these two variables defined factor LANA-B in our factor

analysis of her data, but had no significant correlations with the verbal composite of

the University of Washington Pre-College test. Love (1977) developed a version of the

task that had considerable realism, being cast into the form of a computer programming

task in which variables were assigned different values as the program progressed; the

subject had to keep track of, and remember, these changing assignments. Love obtained

correlations between a number correct score on this task and several other tasks

(e.g., .54 with Guilford's Perceptual Speed test); the Ns are too small, however, to

make the data amenable to further analysis or interpretation.

Because of the theoretical interpretations that can be made for the parameters

derivable from the continuous paired-associates task, it remains a challenge for

courageous and very ambitious investigators who might be able to obtain the required

data on large numbers of subjects and correlate the task parameters with other measures

of cognitive performance.
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Verbal Discrimination Tasks

Underwood, Boruch, and Malmi (1978) studied a series of tasks under the rubric of

what has been called "verbal discrimination." In their words, these are tasks "which

emphasize the discrirination among memories and . . . in which associative retrieval

processes may play only a minor role" (p. 402). From the subject's point of view, the

task consists essentially of attending to a series of stimulus pairs in which one

imember of each pair has been underlined or otherwise marked as the "correct" member,

and later being tested, with unmarked pairs, for ability to indicate which member of

each pair is "correct.' Underwood et al. used three varieties of this task: a Control

task (VD-C) ir. which the stimuli were formed by random pairing of relatively rare two-

syllable words from the Thorndike-Lorge count; an Affective Cuing task (VD-A) in which

the marked words of toe pairs differed systematically from the unmarked words on either

the evaluative or the potency dimension of Osgood's semantic differential scales; and a

Double Functions (V-flF) task in which a given word could be the "correct" member of

one pair and the "i,'cor-ect" tiember of another pair. All lists consisted of 24 pairs

and were given for a single study and test trial; presentation was at the rate of

2 sec per pair on the study trial and 4 sec per pair on test. The first two of these

tasks are quite easy; we compute the mean percentages correct as 87.4 and 85.5, respec-

tively, for the sample studied by these researchers; reliabilities are given as .80

and .67. Interestingly, and in contrast to results that had been previously obtained,

the affective cuing did not enhance performance on the second of th.ese tests as compared

with the first, control task. In an incidental learning setting, one might not expect

subjects to notice the cuing. The third task was quite difficult, with a mean per-

centage correct of 42.8 and a reliability of .66. The first two of these tasks corre-

lated .55 with each other and defined a separate factor in a factor analysis; neither

had significant correlations with verbal or quantitative aptitude measures. The third

task did not corre'.,te significantly with the first two or, in general, with other

variables in the ,tudy. and was not used in the factor analysis. Whatever ability was

measured by the third task, therefore, was not adequately represented in the battery
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and does not lend itself to ready interpretation. Even the ability represented in the

first two tasks is not easily interpreted because it appeared in only two quite similar
tasks. Of possible significance is the fact that scores on both tasks were correlated

.39 and .34, respectively, with the Interference Susceptibility task mentioned earlier

(p. 220). Also, the Verbal Discrimination factor (UNBM-E) had significant loadings on

several tasks (Free-Recall, Spacing, and List Discrimination) that involved the possible

"tagging" of items in terms of repetition or their appearance in a particular list.

Verbal discrimination ability thus may be interpreted as a rather specific ability (or

strategy) to notice and keep track of particular attributes or codes of items when they

are as~igned such attributes or when such assignments can arise from the way the items

are involved in the task. This interpretation could be checked in further factor-

analytic work. It should also be mentioned that VD-C and VD-A had small but possibly

meaningful loadings on factor UNBM-D which we have interpreted as Memory for Events.

Verbal discrimination tasks, as such, were not used in any of the other studies

surveyed here.

ECTs Classified Under Paradigm 7 (Analogical Reasoning)

Using what he calls componential analysis, R. Sternberg (1977) has made detailed

studies of several forms of analogical reasoning tasks exemplified in typical tests of

intelligence and scholastic ability, in an effort to provide a perspective on the

nature of intelligence. Componential analysis is a special method of task analysis

and will be described below because of its possible applications to cognitive tasks

other than analogical reasoning.

The analogical reasoning task, discussed in Chapter 2 and depicted in Figures 3

and 6, is probably too familiar to the reader to need description here. In Sternberg's

adaptation, several important and useful changes have been made, including at least

the following:

1. The task may be presented in two stages, a "cue" phase and a "solution" phase.

If an analogy is formalized as A : B :: C : D (or D', where D' is an incorrect or
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otherwise inappropriate solution for the analogy), the break between cue and solution

phases may occur between A and B, between B and C, or between C and D (or D'), so that

a subject can have 1, 2, or 3 cues before being presented with the stimulus or stimuli

for the solution phase. The zero-cue condition occurs when all four terms of the

analogy are presented at once. The four cue conditions, then, can be depicted as

follows:

Solution phase

0 cues: A B :: C : D (')

I cue: A : B C : D (D')

2 cues: A :B C : 0 (D')

3 cues: A :B :: C : 0(D')

Cue phase

2. The testing of performance can be done in two ways. One method, used in the

Verbal Analogy Experiment (mentioned below), is to have the subject evaluate the ap-

propriateness ("truth" or "falsity") of the final term, that may be either an appro-

priate completion (D) or one that is somehow less appropriate or actually incorrect

('). The other method, used in the People Piece task described below, is to have the

subject make a forced choice between two alternatives D and D' that differ in appropri-

ateness. (Sternberg's procedure, incidentally, did not differentiate between decision

and movement time in these responses. If it had done so, estimation of the parameter c

could have been more precise.)

3. The attributes of the terms, and the relationships between those attributes,

are (whenever possible) controlled or manipulated in such a way that the appropriate-

ness of completion terms can vary, and the processes of solution can be analyzed in

terms of these attributes and relationships.

Component is the term Sternberg has chosen to use for what we have here called

process, but Sternberg (1979) has analyzed the concept extensively and he would
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I
probably prefer the term because of the special properties he would wish to assign to

it. Further, in his theory component is a concept that goes beyond the analysis of

analogical reasoning; certain components are asserted to operate in analogy solution

(see p. 70) but other tasks may require only some of these but require others in

addition. A component is conceived to have both a duration and a probability of suc-

cess. For example, one of the components in analogy solution is Inference, i.e., the

inferring of a relationship between the terms A and B. This will take a certain amount

of time (depending on the characteristics of the terms A and B, and individual differ-

ences), and the inference made can have a certain probability of being correct.

Although mathematical formulations of task processes similar to those of Sternberg

have been made by others (e.g., Clark & Chase, 1972; Trabasso, Rollins, & Shaughnessy,

1971), the extent to which Sternberg has developed such procedures and applied them to

analogical reasoning data is striking. By structuring the task in two phases and by

manipulating the attributes and relationships of terms, he has been able to develop

mathematical models which account for high proportions of variance in experimental data.

Modeling is done in terms of both temporal and error probability parameters.

Sternberg has extensively studied three types of analogical reasoning tasks: the

"People Piece" analogy, the verbal analogy, and the geometric analogy. Minor studies

are reported on an "animal name" analogy task and the analogy items that occur in the

standardized Miller Analogies Test.

The "People Piece" analogy involves cartoon-like drawings of "people" varying in

four binary dimensions (tall/short, fat/thin, red/blue, and male/female). Combinations

of these variables constitute the basis for a particular analogy item, for example, a

tall, thin, blue, man (to express the drawing in verbal terms) is to a tall, thin, red,

woman as a short, thin, blue, man is to a short, thin, red, woman (True). This rather

contrived task is especially suited to model validation because the attributes of the

terms can be better defined and manipulated than, say, in the case of the typical

verbal analogy item such as HAND : FOOT :: FINGER : TOE. The geometric analogy task

involves line drawings of geometric forms such as dots, squares, triangles, circles,
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etc. that can be combined in various ways to form analogies.

It would be impossible and gratuitous even to attempt to summarize the results ofJ the extensive experiments reported by Sternberg (1977), and they have been commented on

elsewhere (Carroll, 1978b; Pellegrino & Lyon, 1979). Further, Sternberg is engaged in a

very active research program and has extended his componential analysis techniques to

reasoning tasks other than analogies (e.g., Sternberg & Turner, 1978). We will limit

ourselves mainly to the discussion of the People Piece analogy experiment and some of

its outcomes, in order to explain componential analysis and provide a basis for certain

Icomments. One outcome is estimates of the temporal parameters of components. For

example, for the People Piece task, basic statistics of estimated parameters and com-

ponent scores according to Sternberg's Model III are as follows (taken from Sternberg's

Tables 7.9 and 7.10):

Intercorrelations and
Reliabilities (underlined)

Mean (N = 16)

Component Score (msec) S.D. a x I z c

a (Encoding) 140 34 .84 .10 .16 .11 -.60

x (Inference) 130 63 .10 .91 .22 -.36 .10

y' (Mapping) 324 119 .16 .22 .95 .27 .30

z (Application) 154 75 .11 -.36 .27 .85 .37

(Preparation and Response) 452 162 -.60 .10 .30 .37 .97

For an individual subject's data, these five parameters are found by solving for

them in the following linear equations (adapted from Sternberg's Table 7.4):

4a + fx + 'Z' + f'z' + c = ST0  (0 cues)

3a + fx + 'y' + z'' + c = ST1  (1 cue)

2a + q'' + f'z' + c = ST
3  

(2 cues)

+ f'z' + c = ST3  (3 cues)

Although four equations are given here, actually the number of equations can be thought

of as equal to the number of items or data points for which data are analyzed. The
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coefficient of a and the values f, 9', and f' are determined for each item by the con-

dition (number of cues) and the characteristics of the terms of the item and their

relationships. The values STO, ST1 , ST2 9 and ST3 dre the observed solution times

(second phase reaction times) for an item, depending on the number of cues in the ex-

perimental condition. In effect, then, one is predicting the solution times, by

familiar linear multiple regression techniques, from the characteristics of the items

and the number of cues. A model of analogical reasoning, however, is needed to specify

how to assign the values f, 1', and f' to the items. We will not attempt to explain

the Model III that Sternberg decided yielded best fits to the data, but the following

information will give the reader some impression of how the model is formulated. The

value f is the number of features (from 0 to 4) that are changed from term A to term B.

In the example given above, 2 features change from A to B, i.e., color and sex. The

value q' is the number of features, 2, changed from A to C (in the example, only one,

viz., height), but with an adjustment for the assumed "self-terminating" character of

the Mapping component (process) when the analogy is false. In the example, the

analogy is true and thus 2' = 9; we omit the details of the adjustment procedure.

Similarly, the value V adjusts f for the assumed self-terminating character of the

Application process when the analogy is false.

Now, the basis of the equations can perhaps be more easily understood if we start

by considering the 3-cue situation, which is described by the last of the four equations

given above. The equation specifies the expected solution time when the subject has

already been exposed to terms A, B, and C and has signaled readiness to be shown term

D, which may be either correct or incorrect. Suppose it is correct. Then all the

subject has to do in the solution phase is encode the final term D (taking the time a

to do it), perform a self-terminating application process (applying to term C the

inference rule he had previously derived from terms A and B, and taking the time f'z'

to do it), and finally prepare and make his response (taking the time c to do it). The

time f'z' is assumed to be controlled by a basic parameter z' multiplied by the

coefficient f' which specifies the difficulty of the application process in the
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particular case.

Suppose there are only two cues, i.e., the subject has seen only the terms A and B

before indicating readiness for the solution phase, in which terms C and D are shown.

Here, the subject has to encode the terms C and D, taking time 2a to do it (since a

constant time for encoding a term is assumed over all terms). The remainder of the

subject's task is what had to be done before, plus "mapping" term A onto term C--a

process which takes time 9'y', which consists of a basic parameter y' multiplied by the

coefficient 9' which specifies the difficulty of the mapping process in the particular

item.

Extending this explanation, one can see how the equations for the 1-cue and 0-cue

cases are formed. For example, in the 0-cue situation, there are four terms to be

encoded, taking time 4a, an inference process involving terms A and B and taking time

fx, the mapping and application processes already mentioned, and the constant prepara-

tion and response time.

In this light, componential analysis is an application of well-known multiple

regression techniques; it involves, as we have said, the prediction of solution times

from information on item characteristics and conditions according to a model that

states how to specify item characteristics and take account of experimental conditions.

As parameters solved for in the regression equations, a, x, Y', and z' function like

raw-score regression coefficients, and the parameter c functions like an intercept

constant. When data are analyzed for an individual subject, these parameters are

individual difference measurements; there is no inevitable experimental dependence,

and there are no part-whole relationships inherent in the data. If the solution times

were in no way related to the cue-conditions or the item characteristics as specified

by the model, the expected value of the multiple correlation would be as predicted from

the F-distribution for the null hypothesis.

On the other hand, there is at least one sense in which a relationship exists in

the data that could be expected to yield a substantial non-zero lower bound for the

variance accounted for, namely, the fact that data points for the four cue-conditions
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are included in the regression analysis. As the cues increase from 0 to 3, the subject

has processed an increasing amount of information in the cue phase, and has increasing-

ly less information to deal with in the solution phase. Thus, the solution times would

logically be expected to decrease, and thus to correlate "artifactually," as it were,

with the coefficients of a in the basic equations. It appears that solution times do,

in fact, decrease with increasing cues (this is inferred from examination of the data

in Figure 7.3, p. 188, of Sternberg's book, although labeling of the four graphs by cue

condition was inadvertently omitted in that figure). It was with this in mind that the

writer, in a review of Sternberg's book (Carroll, 1978b), expressed some concern with

the possible experimental dependence and "air of analysis of part-whole relationships"

in Sternberg's componential analysis procedures. The robustness of the procedures can,

however, be investigated by solving the equations separately by cue-condition. This

would mean that in all cases the variance due to a would be absorbed into that due to cz

the variance due to x could be estimated only in the O-cue and 1-cue conditions, and

that due to y' could not be estimated in the 3-cue condition. Nevertheless, whatever

estimates are available can be compared over cue-conditions, and variation in the

intercept constant would reflect the variation in cue-condition. (Sternberg has per-

formed such analyses for both the People Piece and Verbal Analogy experiments, but only

for the "full model" O-cue condition; !977, p. 197, p. 231. The percentages of variance

accounted for were nearly as high as those achieved over the four cue-conditions.)

Possibly my concern can be answered in part by the observation that in stepwise regres-

sion (shown in Sternberg's Table 7.5), the encoding parameter, which would be logically

most affected by cue condition, was not the first parameter to enter the regression,

but the third, coming after y' (Mapping) and x (Inference). However, a was the first

variable to enter the stepwise regression in the Verbal Analogy experiment (Table 8.4,

p. 234), with a correlation of .84 with solution times.

In the analysis of data for the People Piece experiment over all subjects, 92' of

the variance was accounted for, an impressive amount. Just how much variance was

accounted for on an individual subject basis is not reported, but the high reliabilities
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of the parameters, shown in our table above, would give credence to the supposition

that these proportions of variance were high; the mean proportion of variance accounted
Ifor, over individual subjects, was 80.0% for Model III (Sternberg, 1977, p. 204).

Over subjects, the correlations among parameters are generally such as to indicate

that they are practically independent, and that, as Sternberg notes, "[the components]

are indeed distinct processes, and not repetitions of identical processes" (p. 205).

There is some evidence (Sternberg's Table 8.7, p. 239) that the parameters generalize

over tasks; over the People Piece and Verbal Analogy experiments, for example, signifi-

cant correlations between corresponding parameters were .57, .59, and .79, respectively,

for parameters y' (Mapping), ' (Application), and c (Preparation and Response Time).

In both experiments, parameters exhibited some significant correlations with scores on

reference ability tests of Reasoning, Perceptual Speed, and Vocabulary, although ulti-

mate significance is at least a problem because of the small Ns (N = 16) on which the

correlations are based. In both cases, the parameter c made the greatest contribution

to the prediction of a Reasoning factor score; the correlation was -.71 for the People

Piece experiment and -.77 for the Verbal Analogy experiment. I am assured (Sternberg,

personal communication) that these correlations are unlikely to reflect a speed com-

ponent in the reasoning ability tests because the scores on those tests, though timed,

are practically identical to scores on the tests when they are untimed. In general,

parameters did not show impressive correlations with Perceptual Speed. Sternberg

(1977, pp. 211-217, 242-247) gives extensive discussion of these findings, considering

a number of possible alternative explanations. He seems to favor the general proposi-

t*,n that high reasoning ability subjects have better strategies for solving the tasks,

and are more systematic in their approaches. He is also able to claim, probably

rightly, that the processes they use are those specified by the componential theory.

There are interesting differences between the results obtained with the People

Piece experiment and the Verbal Analogy experiment. In particular, the parameter a

(Encoding) was apparently much more influential in the latter; its mean value over

subjects was 140 msec in the former and 323 msec in the latter, and Sternberg states
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(p. 235) that "more than half the amount of time spent on [verbal] analogies was spent

in encoding, a clear increase from the People Piece Experiment." As Sternberg explains

(p. 249):

In the People Piece experiment, analogy items seemed to invite a systematic
attribute-comparison strategy, at least in adult subjects: Attributes and attri-
bute values were well defined, were constant over items, and could be sequentially
sampled with a trivial attribute-discovery process. In the Verbal Analogy
Experiment, neither attributes nor attribute values were well defined, and they
changed from item to item. The subject must discover attributes, as well as test
specific values of them. This discovery process, rather than the test process,
may be the core of reasoning.

In Sternberg's work, then, the components are processes similar to those that have

been postulated in the present monograph (explicitly in Chapter 2, and throughout our

discussion). His componential analysis procedures could presumably be applied to RT

and error data from many types of cognitive tasks, e.g., the Posner task, provided an

appropriate model for assigning values of item characteristics can be specified.

Application of componential analysis to the Posner task might, for exa.ple, resolve the

issues we have raised concerning the independent significance of the NI-PI difference

variable (see pp. 152ff.). Further, the parameters (component scores) derived through

componential analysis can be entered into multiple regression, factor analysis, and

other multivariate analyses involving different varieties of cognitive tasks. Of

particular interest would be whether comporents isolated in particular tasks would be

relatable to similar components isolated in quite different tasks. As far as we are

aware, neither Sternberq's analogical reasoning tasks nor component scores derived

from them have been included in any major battery of cognitive performance measures

such that the components could be studied, by factor analytic techniques or otherwise,

in relation to components of other types of variables.

In spirit, Whitely's (1977) approach to the study of analogical reasoning is

similar to Sternberg's, in the sense that she has tried to dissect the reasoning

process into stages or cowponents, but, at least to judge from the study of hers that

was selected for review here, one has to say that her experimental methodology gives

far less precise and contr'olled results. She constructed a series of laboratory tasks
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intended to measure component stages in the solution of verbal analogies. Some of

her tasks have already been considered under other rubrics, for example the Short-Term

Retention task (see p. 210) and the Relationship Eduction task (see p. 195). Only four

of her tasks, Relationship Choice, Relationship Evaluation, Relationship Study, and

Analogy Completion After Study (the last two constituting actually a single task with

two stages), involve full verbal analogies, but in each the data derived do not lend

themselves to interpretation in terms of components as directly as do those of

Sternberg.

Relationship Choice is essentially the same as the analogy task in Sternberg's

O-cue condition. Two complete analogy items are presented (all terms simultaneously),

the first three terms being the same, and the last term being different--correct in one

case and incorrect in the other. The subject's task is to examine the two analogies

and decide which is correct. Total time to perform the task and the correctness of

the choice are observed. Average time to make the correct choice was found to be 9.22

sec (S.D. = 5.06), but this time must include a considerable amount of redundant reading

time; it is much longer than the typical solution time in Sternberg's O-cue condition.

In another task, Relationship Evaluation, subjects were asked to rate analogies on a

6-point scale that ranged from "Terrible" to "Excellent". Average rating time was 8.72

sec (S.D. = 3.66), but this probably includes substantial time in deciding how to make

the rating even after the analogy as comprehended. The Relationship Study task was

actually the first phase of a composite task of analogy solution; it was analogous to

the cue phase of Sternberg's 3-cue task. The first three terms of an analogy (e.g.,

Deep : Cheap :: Shallow : ___) were presented with the instruction "study it until

you understand what kind of alternative will complete it." Average time to do this

correctly (as determined by correct completion of the second stage of the task) was

4.98 sec (S.D. = 2.02). This task is of interest because it explicitly asks subjects

to predict the fourth term--at least the "kind" of alternative that is needed to com-

plete the item. As we have noted, Sternberg's model did not take into account the

possibility that an actual prediction of the result of the "Application' component
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could take place even in the cue phase of his task; the application component was

assumed to operate only in the solution phase. Whitely's Analogy Completion After Study

was the second phase of the analogy solution. Five alternatives were presented in a

column as possible completions of the analogy whose first three terms had just been

studied; for the example just given, these alternatives were:

(1) Costly
(2) Wide
(3) Steep
(4) Plenty
(5) Bargain

Average time was 6.73 sec (S.D. = 3.71). This task is analogous to the solution phase

of Sternberg's 3-cue condition, but it is striking that even though the subject had

presumably "predicted" the "kind" of completion needed, the average time was much

longer than that needed, something less than 4 sec, by Sternberg's subjects in a roughly

comparable situation. It would seem that the extra time taken by Whitely's subjects

was spent largely in scanning the alternatives. The advantage of Whitely's procedure

is that it represents an aspect of the standard multiple-choice format found in typical

mental ability tests. For precise observation and analysis of reasoning processes,

however, it is preferable to require subjects to make no more than a binary choice, or

simply to require the evaluation of the correctness or incorrectness of one choice at

a time.

Like Sternberg, Whitely used multiple regression to determine the role of compon-

ents in analogy solution. Whitely's components were derived as the factor scores from

separate factor analyses of latency and accuracy scores of the laboratory tasks. Since

the laboratory tasks were separate tasks, any experimental dependence was avoided.

Whitely found that number-correct scores on a standard analogy test could be predicted

from three latency factors with a multiple R = .50; the significant negative (-.41)

and positive (.29) beta-weights in this regression for factor I (Memory Accessibility?)

and factor III (Decision Time), respectively, seem to mean that high scoring is asso-

ciated with rapid memory access and slow (deliberate?) decision time. In the prediction
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of number-right scores from the accuracy factors, only factor I had a significant

beta-weight (.66); this finding, however, contributes very little understanding because

it suggests merely that the "evaluation" aspect of analogy solution can be isolated in

laboratory tasks that focus on this aspect. The net result of Whitely's study can be

summarized by saying that verbal analogy solution involves largely uncorrelated factors

of speed and accuracy, but exactly what these factors are could be elucidated only in

further research.

ECTs Classified Under Paradigm 8 (Algorithmic Manipulation)

Under this category we consider several cognitive tasks that have resisted classi-

fication elsewhere because of their apparent complexity in the sense that they seem to

involve a series of operations on mental representations, as well as, in some cases,

the manipu'ation of representations according to rules or algorithms stored in long-term

memory.

One of the simpler of these complex tasks is the Three-Term Series task used by

Lansman (1978) in her study of individual differences in performance in a dual-task

setting. It is surprising that despite the attention devoted to this task in the ex-

periimental literature (Clark, 1969; Huttenlocher, 1968), it has received little atten-

tion from an ID stdndpoint and appears only in Lansman's study, among those surveyed

here. In Lansman's version of the task, subjects wre presented with problems like

A ABOVE B

B ABOVE C

TOP?

the task being to press answer buttons A, B, or C according to the correct answer. The

terms were always A, B, and C; the prepositions either ABOVE or BELOW; and the question

word either TOP or BOTTOM. (Note that a vertical orientation of the representations is

implied; a horizontal or neutral orientation could be specified, for example, by using

the prepositions BEFORE and AFTER and question words FIRST and LAST.) Feedback ("RIGHT"

or "WRONG") was given after each response. There was complete or simultaneous
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presentation of the problem as a whole (as opposed to several ways in which there could

have been successive presentation of premises and question). Reliabilities of correct

response RTs and error proportions over 4 blocks of 16 trials each were .96 and .76,

respectively. The relative complexity of the task is reflected in the mean RT (for

correct responses only) of 5441 msec (S.D. = 1622); the distribution was probably posi-

tively skewed since minimum and maximum RTs are given as 2930 and 10003 msec. Statis-

tics for per cent errors, also apparently positively skewed, are Mean = 8.4, S.D. = 6.4,

ranging from 0 to 28.1. RTs and errors correlated only .25 with each other, and the

correlations with the verbal composite of the Washington Pre-College (WPC) test were

-.37 and -.22, respectively. Lansman remarks (p. 74) that these results disconfirmed

her expectation that the series task, being more complex than the Sentence Verification

task, would correlate more highly with the WPC. Nevertheless, in our factor analysis of

her correlations, the RT variable appeared with a loading of .73 on factor LANB-A, Speed

of Semantic Processing, which had a loading of .59 for the WPC. In view of the debate

in the experimental literature as to the relative importance of verbal and spatial

coding in the performance of this task, it seems likely that this is a task for which

an interaction between verbal and spatial ability might be demonstrated, somewhat

analogous to that demonstrated for the Sentence Verification task by MacLeod, Hurt, and

Mathews (1979). Differences in abilities and/or strategies may have been responsible

for the low correlation of the RTs with the WPC. The Three-Term Series task should be

further studied with this possibility in mind, preferably with successive presentation

techniques.

In our factor analysis, the error variable appeared, weakly, on factor LANB-C

which we interpret as Accuracy of Semantic Information Processing. Apparently there is

a considerable amount of specific variance in this variable, although it had a

correlation of .72 with the error variable on the Sentence Verification task.

Hitch (1978) reported experiments with a Mental Arithmetic task in which subjects

are auditorily presented with pairs of multi-digit addition problems such as 325 + 46

to do "in their head". In performing this task mentally, subjects report breaking down
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the problem into a series of stages, but they differ somewhat in the order of carrying

out operations. The modal pattern is to deal first with the units, then with the tens,

then with the hundreds, but not even the majority of Hitch's subjects used this pattern;

there were several other patterns, depending in part on the "carrying" requirements of

the addends. Possibly individual differences in the way in which such patterns are

used are a result of experience and training and are not of immediate interest in the

study of cognitive abilities. Hitch was more interested in using this task in the study

of working memory; by having subjects use different patterns (hundreds, tens, units vs.

the reverse) he was able to show that interim information built up in the course of task

performance is forgotten if not utilized immediately. Also, Hitch formulated and tested

a decay model of working memory storage.

Allen, Rose, and Kramer (1978) adapted Hitch's task for use in their study of Is

in a variety of memory tasks. Instead of timing subjects' performances, they used a

"deadline" condition in which problems were read to subjects auditorily at the rate of

one every 5 sec. Subjects had to write down as much of the answer as they could in

blanks representing the hundreds, tens, and units positions. The investigators classi-

fied the problems in terms of memory load. Depending on the numbers of digits in the

addends (3 & 3 or 3 & 2) and the number of carrying operations required in the respec-

tive positions, memory load of items could vary from 5 to 8. They determined that task

performance, measured either in terms of the number of positions marked with correct

digits or in terms of the number of positions left blank (uncomputed), was systemati-

cally (and approximately linearly) related to memory load. Each subject was then

assigned intercept and slope parameters for the functions relating number-correct score

and blank-position score to item memory load. Unfortunately, the reliabilities of these

parameters were low, ranging from .14 for No. Correct Intercept to .61 for No. Blanks

Slope. In our factor analysis of these data, we used only No. Correct Slope and an

overall Mean Correct, which correlated with each other only .55 despite their experi-

mental dependence. These two variables defined a factor ALRK-F, which probably has to

be interpreted as a specific factor for this task, since the patterns of factor loadings
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of other variables on the factor do not appear amenable to ready interpretation. There

are some indications that variance on the Mental Arithmetic task variables is associated

with factor ALRK-B, tentatively interpreted as a Memory Span factor. If measures of

numerical facility and numerical reasoning had been included in Allen et al.'s battery,

it is likely that some of the variance in the Mental Arithmetic task would have been

shared with one or both of those factors. Further study of the mental arithmetic task,

varying the conditions under which it is administered and exerting more control on

subject strategies, might be profitable for defining its content more precisely.

An even more complicated algorithmic task is that studied by Hunt, Lunneborg, and

Lewis (1975), the so-called "Sunday + Tuesday" task. Subjects are given a stimulus

such as a day of the week, a month of the year, or a letter of the alphabet, and

required to convert it (mentally) into a numerical representation by a rule (e.g.,

Sunday = 1, Tuesday = 3; October = 10; W = 23; etc.). Time of this encoding is

observed in a first stage of the task. Upon presentation of another stimulus in the

same class, they convert it to a numerical representation by the same rule, add the

number to the previous number, and then convert back to the original stimulus class

with the modulus of the stimulus class size; e.g. October + April = February. Solution

time and any errors in the second phase are observed. A number of variables can be

derived from task performance, taking account of class sizes (7, 12, 26) and any "carry"

operations. Hunt et al. found that verbal ability as measured by the Washington Pre-

College test was correlated with a number of these variables, particularly with those

derived from the solution phase of the task. Further, several variables from this task

were large contributors to the definition of factor HULL-A in their factor analysis,

interpretable as some kind of general intellective factor since it also had loadings

for a number of psychometric tests--Verbal Reasoning, Space Visualization, Numerical

Reasoning, Verbal Comprehension, Numerical Ability, and Hidden Figures. It is not clear

to what extent this factor represents intellectual power as opposed to speed, however,

or to what extent the loadings for the Sunday + Tuesday task reflected the speed as

opposed to the power or difficulty aspects of this factor.
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The Raven Progressive Matrices test, in its various forms, can be viewed as a

series of tasks requiring algorithmic manipulations of mental representations. The

subject must examine a matrix of visual figures and infer the principles by which the

figures change over rows and columns, applying these principles to decide which of a

number of alternative completions will satisfy them. In some respects, the task

resembles the Geometric Analogy task studied by Sternberg (1977). As Lunneborg (1977,

p. 318) notes, "The Progressive Matrices test is variously considered a measure of

general intelligence, an indicator of a reasoning factor, Induction (1), or a 'space'

measure." Lunneborg reports doing a factor analysis of Progressive Matrix scores along

with various spatial tests and finding two clusters, one of which contained the Pro-

gressive Matrices score. Progressive Matrices items were then studied as laboratory

tasks, items being presented individually and solution times being recorded for each

figure. According to Lunneborg, "Principal components analysis of these time scores

produced two components based respectively on earlier and later problems in the set"

(p. 320). It is not clear whether these two components arose as factors associated

merely with differential difficulty or as factors indicating different processes asso-

ciated with easy and difficult items. In any event, in a further factor analysis the

two speed components defined a single factor (Lunneborg, 1977, Table 5, p. 322). Yet

only the component associated with the easy items (Raven Time I) showed any significant

correlations with psychometric measures: -.30 with Space I and -.36 with Space II

(which included the number correct scores on the Raven test).

In a further study, number correct scores on Set II of Raven's Advanced Progressive

Matrices were used as criteria against which to evaluate the contribution made by a

series of information-processing measures. Only 11% of the variance of these scores was

predicted by the information processing measures, possibly because, as Lunneborg remarks,

the information processing measures constituted only a fairly limited set, composed of

the Visual Temporal Order Judgment task, a Dichotic Listening task, a Delayed Auditory

Feedback task, and the R/L Conversion task. At the same time, however, these measures

predicted about 24' of the variance of solution times for the more difficult Raven task
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problems (Lunneborg, 1978).

Because of its importance and wide-spread use, it would be important to study the

Raven task through componential analysis or a similar procedure, and in conjunction

with a well-defined battery of information measures tapping the variety of cognitive

processing variables that have been identified, albeit tentatively, in this review.

2
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Chapter 5

POSSIBILITIES FOR OPERATIONAL APPLICATIONS OF ECT MEASUREMENTS

Introduction

The preceding two chapters have provided, in effect, an introduction to what may

be seen as a relatively new field of differential psychology. Mainly through correla-

tional, factor-analytic, and task analysis procedures we have tried to delineate the

rough outlines of a broad domain of individual differences in what we call Elementary

Cognitive Tasks (ECTs). In some respects that domain is undoubtedly different from

that covered by conventional psychometric tests and procedures. A large number of

apparently rather specific abilities have been defined, at least to a first approxima-

tion, that have not been readily measurable by conventional tests. At the same time

many of them probably function in the performance of conventional tests and make some

contribution to their variances.

In this chapter we give some thoughts on the possibilities of developing opera-

tionally useful measures of the abilities tapped by ECTs, and consider their relations

to selected dimensions defined by conventional measures of mental ability. Also, we

consider the possible "validity" of such measures in operational use--in personnel

selection and training, in assessing the effects of physiological and psychological

stress, and in studying the changes in mental functioning that may occur with increasing

age.

Data for supporting these observations and speculations are generally very limited.

For assessing the possible reliability of measures, we need many more studies using

repeated measurements over periods of time. Among the 55 studies that have been the

focus of this survey, only 5 yield any such data, but the periods of time are never more

than one week. Allen, Rose, and Kramer (1978) present test-retest data from 2 sessions

scheduled "a day apart." Chiang and Atkinson (1976) report reliability data based on

their having conducted repeated tests in 4 sessions "spread over one week." Fernandes
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and Rose (1978) gave two sessions "two days apart." Rose (1974) had sessions on "three

consecutive days." Rose and Fernandes (1977) had two sessions "scheduled two days

apart." While test-retest reliabilities for materials given on two separate sessions

are useful, it is only the data from three or more sessions that are useful in assessing

whether reliability increases or changes with practice. Repeated measurements data are

also useful for appraising whether the factorial composition or construct validity of

measurements changes with practice or other temporal effects.

Data on the operational validity of ECT measurements are even more meager. While

a number of studies have attempted to relate ECT measurements to those tapped by more

conventional psychometric tests (see Table 1, pp. 75-80), we find only two studies

(Cory, 1977; Love, 1977) concerned with the predictive value of ECT and other measures

for training or on-job performance. There is a considerable literature on the use of

certain ECT measurements in the assessment of physiolcgical and psychological stress

and in the study of age changes, but we have not attempted to review it in detail here,

hoping that researchers concerned with those areas will find some profit in studying

what is presented in this review.

In addition, the data available for assessing the operational potentialities of

ECT measurements frequently suffer from the usual limitations--small Ns of samples,

restriction of samples to college-going or other special populations, incomplete

reporting of procedures, analyses, and results, etc.

Promising Dimensions of IDs in ECTs

In this section we take up domains and dimensions of IDs in ECTs that we have

identified in the previous two chapters either by factor-analytic or task analysis

procedures, commenting on their promise as a basis for the development of measures that

may have significant uses in research or in operational contexts of various kinds.

Where it seems appropriate to do so, and relevant data are available, we consider the

extent to which individuals appear to differ on a persisting basis, practical matters in

developing efficient measuring procedures, the question of what kinds of dimensions are

tapped by testing relatively unpracticed subjects as opposed to the testing of highly
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practiced subjects, the problems in scoring or otherwise deriving measures of perfor-

mance, and the extent to which tasks are open to the operation of different strategies

on the part of subjects. The treatment of these matters is necessarily rather cursory

and superficial; much more space would be needed to deal with them intensively. Our

purpose is mainly to summarize material surveyed here in such a way as to indicate

suggested directions of emphasis in future research.

IDs in Basic Perceptual Processes

IDs in sensory capacities, that is, in absolute and differential thresholds in

visual, auditory, and other modalities, are well recognized and have been the subject

of extensive study, and there exist standard procedures foi- measuring these capacities

(visual acuity tests, audiometric tests, etc.). IDs in related cognitive capacities

involving the apprehension and perception (identification of) external stimuli have

received much less attention. Conceptually, possible dimensions of IDs can be formed

by crossing modality with assumed cognitive processes such as apprehension (APSTIM) and

perceptual integration (CLOZR) and with types of contents to be perceived, such as

geometric forms, pictures, and printed symbols, in the visual modality, and noises,

tones, and spoken language elements in the auditory domain. As indicated previously

(pp. 87-89, 122-127), IDs have been found for certain kinds of perceptual tasks, but

little is known about either the short-term or long-term reliabilities of these IDs.

Also, little is known about the extent to which basic sensory capacities are involved

in the variances. One can only speculate as to whether such elementary cognitive

capacities are of theoretical or practical significance, but it is conceivable that

they are, as basic parameters of cognitive functioning at the sensory-perceptual level.

It would appear that measures of such functioning would be very little subject to

effects of practice or to the effects of different subject strategies, because the

processes are largely automatic and out of subjects' awareness or control.

Since nearly all experimental measures of IDs in ECTs involve visual or auditory

presentation, with consequent involvement of any important parameters of sensory and

perceptual processes, it would seen imperative to have more knowledge of this domain,
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and to develop measurement procedures that would have known properties with respect to

norms of performance in different populations and with respect to short-term and long-

term reliability. At the present time, no such measures are available, although ap-

proximations of them are to be found in the psychometric literature in the subdomain of

perceptual closure (Ekstrom, French, & Harman, 1979, pp. 9-13). Perceptual closure

tasks need to be given more attention in experimental studies, however.

Measurement of apprehension and perceptual integration processes generally requires

fairly elaborate individualized testing procedures, e.g. with the use of tachistoscopic

presentation and applications of the method of limits. With computer-controlled test-

ing, this should not present a problem. It may be pointed out that standard audio-

metric procedures involve automated method-of-limits testing; analogous procedures

might be possible in testing elementary perceptual processes.

IDs in Reaction and Movement Times

IDs in several dimensions of performance in simple and choice reaction time tasks

have been identified (see pp. 89-92, 127-137). Of these, the more cognitively loaded

are: Simple reaction time (which applies also to baseline of choice reaction time

performance), Slope of Choice Reaction Time as a Function of Amount of Information,

Reaction Time to Complex Sequential Events, and Accuracy of Complex Information Proces-

sing. High internal reliabilities have been claimed for the first two of these, with

some evidence of long-term reliability as well. Also, there are claims (Jensen. 1979;

Lunneborg, 197) that these dimensions are related to performance on conventional

mental ability tests. The last two of the factors or dimensions just named are based

on our reanalysis of a single study (Robertson-Tchabo & Arenberg, 1976); that study

does not report reliabilities, but the high communalities found for some of the measure-

ments are evidence for satisfactory reliability. The special interest of these dimen-

sions arises from the fact that they appear in performance of what may be termed a

vigilance task in which the subject has to respond only to certain events occurring in

a continuous series of auditory stimuli. Considerable cognitive load can be imposed in

this task, giving rise to the accuracy factor. The possible relations with other
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dimensions in this domain remain to be investigated. Accuracy aspects of simple and

choice reaction time have not been adequately investigated, although error rates are

generally low.

Also identified in this domain are two dimensions that refer to aspects of task

performance in which cognition probably plays little role, but that must be taken

account of if accurate measurements are to be obtained on other aspects of performance

(whether in the reaction time domain or in other domains involving measures of reaction

speed). One of these is Hand Movement Speed, or simply Movement Time, independently

observable only if the experimental procedure distinguishes it from decision time.

There is some evidence (Jensen, 1979; Welford, 1977) for its being a reliable, important,

and persisting dimension of IDs despite its seeming non-cognitive character. Evidence

for the other dimension, Fine Motor Hand Control, is limited but it may be relevant in

the evaluation of certain paper-and-pencil tasks that require the rapid and accurate

manipulation of markinq instruments to reach target spaces.

Finally, at least two promising dimensions arise from recent studies using reaction

time methodologies: Flexibilit of Attention and Time-Sharing Ability (or Abilities).

(Recently come to hand is a study of time-sharing abilities by Hawkins, Rodriguez, 2

Reicher, 1979.)

Measurement of all these dimensions is probably best done with computer-controlled

equipment involving visual and/or auditory displays and special response devices.

Available research reports make little if any mention of alternative strategies open to

subjects in perform'ing reaction time tasks, and it would appear that only limited amounts

of practice are needed before subjects reach asymptotic levels of performance.

I Ds.in _V arious _Menta _ Loir.mpar-ison a-ndRecognition Tasks

A number of relatively independent dimensions of I0s can be identified in a variety

of tasks requiring subjects, among possibly other things, to make rapid comparisons of

visual stimuli or comparisons of visual stimuli with memorial representations of stimuli.

(The domain of analogous auditpr< comparisons has not been explored in the experimental

literature surveyed here, althouqh auditory stimuli are occasionally employed to evoke
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representations to be compared with visual stimuli.)

One dimension yielding striking individual differences and high reliabilities of

measurement can be identified as Speed of Visual Mental Comparisons. Subjects differ

reliably in the rapidity with which they can report the positive or negative result of

a comparison of two visual stimuli, presented without angular rotation or other trans-

formation, and regardless of the type of stimulus, or compare a visual stimulus with

some memorial representation of a stimulus. This dimension appears most strongly in the

'physical match" phase of a Posner-type task or in the intercept parameter of a

Neisser-paradigm visual search task or of a Sternberg-paradigm memory search task. It

can appear, however, in other aspects of the performance of such tasks, for example in

Posner-paradigm tasks requiring comparisons of stimuli with respect to names or symbolic

values of stimuli, particularly when the stimuli are actually physically the same.

Evidence suggests that subjects must be quite well practiced before reliable IDs appear,

or at least that performance may reflect somewhat different abilities in later as

opposed to early stages of practice. At early stages of practice, reaction times may be

more influenced by basic differences in the simple reaction time dimension than at later

phases, when this other dimension, speed of visual mental comparisons, begins to be

dominant. There is also evidence that for more complex types of stimuli, such as dot

patterns or complex visual shapes, subjects differ in the strategies they may employ in

making comparisons ("holistic" or "structural" vs. analytic) and/or the extent to which

they are prone to access name or other syrbolic codes in the comparison of two stimuli.

Much more researLh is needed to clarify the conditions under which different strategies

can exhibit themselves. The possible connections between this factor and reading per-

formances need particularly to be clarified. On the one hand, it is possible that IDs

in Speed of Visual Mental Coparisotis oeLe'Ken constitutional differences among indi-

viduals that contribute to differences in reading ability; on the other hand, it is

possible that differences in this dimen,ior are mainly attributable to differences

stemming from different amounts of practice and exposure to readinq. Currently avail-

able evidence does not permit a firm judqment as to which of these possibilities is
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more likely. or whether both possibilities must be considered.

Correlationall i vndependen t of visual mental compari son speed, but 1logi call1y

closely related. is a factor or dimension that we identi fy as Siopc of Visual and Memory

Search. It arises in Ne is ser- or S ternberg- parad i ntis in whichi the s ubject must sea rch for

a target either in a phys icallyv present visual display or in a memorial representation

of such a di splay. The silope parame ter in wh i ch the INU are mian ifes ted represents the

rate at which separate i tems in the array are searched. From evidence on test-retest

rel iabilities o~er dlays. it seems that INs in tis dimiension are l ikely not to te well

measured uintil1 the subject has had a cons iderabl e amount of prac t ico in a task that

measures them. Normal11ly this di mens ion is neasured through individualized test ing in a

1 aborator) setti ng. but va lidi measurement can be achieved through certain adapltat iomi

of tasks to a paper-and-pencil format.

Slope of i sua I and Memory Search is cl earlyv inudependent of Speed of Visual 1 enta I

Comparison. but its rol at ion to the (novmal ly) ..t'SyChOmtr iC cl defined erert 'ual

Speed fac tor is as yet unclear,* since Perceptual Speed alI o seers to rot!",c rates ot

search I hrougi v isu.al a rray s. Te Perceptual Speed fact or that can he i dentiftied in a

vreyof LCTs aparent iN contrnibutes at least one facet of the p~coitiaI

defined Percetual Speed factor.

Two ether factors. in this domain, with as \et LJJotelr11ined rel at ions to t iOSV

alIread) mentitned. have spec if ically to do ith m'ental cimpari sons i o l ving rotations

or change of perspective of vi suat di spl ays. Tviose fac tors are identified. rset e

1 v as Spatial1 Speed and Spatial Accurac . Spatial Speed is measured through l atenc ies

of comptari sons o'i, ms ~a s t imuli whore it is necossar for the sub 'oct to ira& i how

one of t he sti2n. us array s %ill1 appear tror a diffomnt .,orspec tivye fro", thait presented.

Spatial *'c.ac as ,,o doe with tlie piob.bi Iity that sech a ceaaison hill be correct,

aid is independenit of Spati al Speed. A\s oet 'i 7s cndete r-'i nd now ci thor of those

fac tors relate to0 t he three actors~ t nat I=' 0 bo i dent ified 'in the 'spat ial1 domiaini

through psi c)10 ot te lst s aS Spatial Relations. Spatial Ori entat ion, and Ili sual IRat ion

Lohnt'a 11 I'0j WIaI 'iit'c t no tasks are Ofte suscopt ilHo of- bei no solved ei ther



by "mental rotation" of stimuli or by the subject's imagining himself moving to a dif-

ferent position for viewing the stimulus.

Two other dimensions in this domain are separate and independent speed and accuracy

factors having to do with the processing of semantic information, as in the comparison

of two linguistic representations or the comparison of a linguistic representation with

a pictorial one. Available evidence suggests that these factors are independent of the

dimensions already mentioned, and that neither factor has necessarily to do with extent

of vocabulary or linguistic knowledge, since the factors are components of tasks employ-

ing linguistic materials that are well within the linguistic knowledge of the typical

subject. Instead, Speed of Semantic Processing reflects individuals' latencies in

handling semantic information, and Accuracy of Semantic Processing indicates their

ability to handle this information without error when pressed to do so rapidly. (Prob-

ably these factors can be efficiently measured only when a speed-accuracy tradeoff

favors speed.) Considerable practice on semantic information processing tasks seems to

be required to reveal reliable individual differences. Different subject strategies

have been demonstrated to operate in sentence verification tasks.

Of possible relevance in this domain is the relatively specific variance observable

in accuracy scores or in certain parameters derived from a running recognition task in

which the subject has continually to evaluate whether a presented stimulus (of any type)

is an "old" stimulus previously presented in a series of such stimuli, or a "new"

stimulus not previously presented in the series. The status of any IDs in the latencies

of such evaluations has not been investigated

IDs in Tasks Reouirina th-e Retrieval and Production

of Names and Other Respon s es from Semantic Memory

Although not yet extensively studied in relation to other dimensions of cognitive

IDs, a dimension of reliable individual variation in spoken object- or picture-naming

latencies appears to exist independently, reflecting speed in retrieving names from

semantic memory upon the presentation of stimuli evoking those names. Since average

latencies are significantly correlated with age over the period of adulthood and later
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life, and are also affected by the age of acquisition of the names in early life, naming

speed may be a reliable indicator of an important aspect of cognitive functioning with

respect to the mastery of the semantic memories that an individual has acquired over a

lifetime. Precise measurements are obtainable only with tachistoscopic presentation of

stimuli and timing of separate responses, but approximate measurements can be obtained

with simpler formats such as timing an individual's naming of a series of pictures.

There is no evidence that there are reliable IDs, independent of basic picture naming

speed, in the rate at which individuals achieve asymptotic levels of performance with

repeated trials; therefore, it is sufficient to take measurements upon the initial

presentations of stimuli.

As far as is known, latencies of naming letters, words, and other visual linguistic

symbols (i.e., "reading" them) constitute a dimension of IDs that is relatively inde-

pendent of any thus far mentioned, although some evidence suggests that Speed of Mental

Comparison is relevant here, possibly by virtue of the fact that letter or word compari-

sons are often involved in mental comparison tasks such as the Posner-paradigm.

A further dimension in this subdomain may be represented by speed parameters

derived from the so-called Stroop Color-Word reading task, in which the subject's diffi-

culty in naming the colors of words representing colors other than those in which they

are printed is evaluated. The relation of this dimension to picture-naming or word-

naming dimensions is as yet unclear, but some evidence suggests that the dimension is

complex and contains some variance related to a general mental ability factor.

Word-naming or reading ability can be broken down into several relatively indepen-

dent subdimensions, having to do with the extent to which the reader (1) has rapid

access to letter recognition codes, (2) makes efficient use of the regularities of the

orthography of the language, (3) is able to apply spelling rules to derive a phonemic

representation, (4) can efficiently translate that representation into a spoken utter-

ance, and (5) is able to recognize common words by a visual whole-word strategy. These

separate dimensions of reading skill may be of importance in the teaching of reading and

in the diagnosis of reading disability. The extent to which any of these separate
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abilities may be related to dimensions iientioned earlier is unclear; one or nre of

them may be related to dimensions mentioned under IDs in mental comparison and

recognition tasks.

I-s in Episodic Meiory Tasks

There appears to be a general fattor of memory. i.e., the ability to register any

ki rid of iaterial for Iater recall and then to retain it without severe decay for later

recall. Besides thiS general facto', the nature and operation of which is not well

understood, there are , number of separate dimensions of memory ability that can be

identified alld iimeIsured thr'ougllh special tOchiligues.

One of these dimensions appears to be memory for the spatial or tempora, order in

which a series ot readily ident i fiable memory stimuli is presented, apart from memory

for the irdividual idtlet i ties of tile i ters.

Two further d litensions have to do with the capacity to register and recall the

identilies of it lns 0r rn t lt in a werrOr'vy task--whether it be a memory span task, a free

recall task, or" sonie tflier kind of task. In the case of one of these dimensions. it is

tile ab ili ty to reglist,,r arid reIai1 material in "primary'" or iprnrrediate working memory;

the other of these Iiellisions; is the ability to retain materials in "secondary" or- de-

layed nemo nv. des pite possible irterfereice from inte-verirnq events such as tlie presenta-

tion of new Ira I orial t- I' tfeol or', . or1 the regui renlrert to turn attention to soe other

type of a, tivit' su h as cairntirrrq numbers backwairds by 3's.

Still arotth, diueons on arises particularly in connection with paired-associate

memory tasks, rn I ih hie c01 i t i0al element is rrremrberinq the particular associations

betweei "st illtuliIS" a1id "response" terms that have been established in the presentation

of the task.

Two othor dil"inrSlioirs apparently have to do with (1) the ability to "tag" iters as

hallill soe arb i tra feature such11 as "correctness." as in a verbal discrimination task,

and (2) tite ability or incl inatio to make iote of nemory materials as "events" or items

of soirre special inrer'est or si.in ificance.

IFar All lrt' di01eirSi oils 'rtioted above. ILCLracY of recall , rather than) speed or
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latency of response, is at issue, and the task administration and scoring procedures do

not require excessively elaborate apparatus. (The speed or latency aspects of these

memory abilities do not appear to have been investigated.) Only minimal prior practice

of tasks is needed for reliable measurement of performance, provided that the tasks

involve appropriate amounts of material to be memorized, or appropriate numbers of

trials, to achieve satisfactory reliability. Most of the tasks can be given on a group

testing basis. Although some of the tasks are susceptible to the application of differ-

ent strategies on the part of subjects (e.g., clustering by semantic or other categor-

ies), there is little evidence that such strategies constitute important independent

sources of individual differences or that they can be reliably measured.

IDs in Reasoning and Algorithmic Manipulation Tasks

Little attempt will be made here to identify promising dimensions of performance

in reasoning and algorithmic manipulation tasks because it is our feeling that at least

some such dimensions are included in those already mentioned. This feeling is sup-

ported, to a considerable extent, by our analyses of relations between parameters of

these tasks and parameters of the simpler ECTs. Thus far we have little basis on which

to make firm cross-identifications of R. Sternberg's (1977) "components" of analogical

reasoning tasks with the dimensions of IDs that we have identified above as promising

for further research and operational development. Actually it seems likely that the

nature of some of Sternberg's components varies with the nature of the reasoning task.

For example, the Encoding component may have a different character depending on whether

it involves pictorial stimuli, as in the People Piece analogy task, or verbal, printed

material, as in the Verbal Analogies experiment. The intercorrelation of this parameter

between the two experiments, performed by a common subject sample, was only .25. (See

further discussion below, p. 277.)

On the other hand, Sternberg's Preparation and Response parameter (c) does appear )
to have stability over tasks and it may be relatively independent of dimensions

described above. It is clearly related to reasoning ability as measured by a variety of

psychometric reasoning tasks. Because of its possibly superior construct validity, this
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parameter may be offered as a promising one to develop for operational use. It, major

disadvantage is the rather complicated task administration and scoring procedures

required to obtain it.

Relationships with Psychometric Tests

As already stated, dimensions of IDs in ECTs undoubtedly contribute to the vari-

ances of scores on "traditional" or "conventional" psychometric tests. One would

expect this to be true, if only because the "items" contained in psychometric tests are

often, in effect, ECTs (Carroll, 1976, and whatever scores are derived from psycho-

metric tests will therefore reflect, in varying amounts, speed and accuracy aspects of

ECT performance. The major virtue of deriving ID dimensions from ECTs rather than from

psychometric tests is that greater control of the conditions of task performance and

greater precision in the measurement of separate aspects of performance can be achieved.

It has long been known that scores on psychometric tests administered under time-

limit conditions contain both "speed" and "power" (or "level") components, although this

fact is not always recognized by test users or even researchers. Conventional adminis-

tration and scoring procedures take little account of it. Because Lohman (1979a, pp.

151-187) has recently reviewed the literature pertaining to speed and level components

of psychometric tests (particularly as it relates to spatial ability tests), it will

not be reviewed here. Suffice it to say that in many domains of ability, speed and

accuracy dimensions of performance are clearly distinguishable, and that the correlations

between them may range widely, even into negative values. Speed and accuracy dimensions

are difficult to measure separately with conventional tests, and variations in item

difficulty and complexity affect their relationships. Raw or derived scores from most

psychometric tests simply fail to convey requisite information about relative contribu-

tions of speed, level of accuracy or mastery, and item complexity to total test

performance. Egan's (1978) demonstration of the possibility of recasting spatial

ability tests into better formats for measuring separate speed and accuracy aspects may

be cited as a guide and inspiration for similar research efforts in other domains of

ability. Lohman (1979b) has proposed and Illustrated a method of handling the
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additional complications introduced by variations in task complexity, together with

speed and level.

This matter of speed-level-complexity relationships will plague us seriously as we

attempt to look at the reported relations of ECT measurements with scores from psycho-

metric tests. There has been much interest in relations of ECT measures with such

measures of intellectual ability and "scholastic aptitude" as the College Board's

SAT-V and SAT-M scores and the Univ rs'ty of Washington's Pre-College Test that has

been used extensively by Hunt and his colleagues (Hunt, Frost, & Lunneborg, 1973; Hunt,

Lunneborg, & Lewis, 1975) and Lansman (1978) to define groups of different "verbal"

and "quantitative" abilities. Information on the degree of speededness of the SAT is

provided by Donlon and Angoff, as follows:

The SAT is intended to be basically a power measure, and its evolution over
the years has called for increasing amounts of time per item for both SAT-V and
SAT-M. . . . As in any timed test, however, speed is inevitably a factor, however
small. In the factor analysis studies of Coffman (1966) and Pruzek and Coffman(1966), both SAT-V and SAT-M were found to contain clear speed factors which

seemed to account for about 9 percent and 4 percent of the total variance,
respectively. (Donlon & Angoff, 1971, p. 29)

From 1926 to 1958-69, the time allowed per item went from 20 sec to 50 sec for verbal

sections; for the mathematical sections the figure went from 14 sec to 75 sec. Donlon

and Angoff present further data on the speededness of the tests at 12 administrations

over the period December 1966 to May 1969 that we may summarize as follows:

SAT-Verbal SAT-Mathematical

30-min 45-min 30-min 45-min
sections sections sections sections

Mean percent completing test 73.3 68.2 54.1 83.6

Percent completing 3/4 of test 99.6 98.9 95.4 98.2

Mean number of items not reached 0.96 1.66 1.41 0.67

Whether comparable data are available on the University of Washington Pre-College

Test, we do not know, but one may assume that its construction and characteristics are

roughly comparable to those of the SAT. If 9 percent of the variance of SAT scores is
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attributable to speed independent of level of accuracy or mastery, a perfectly reliable

measurement from some type of ECT performance could have a correlation with SAT total

score as high as .30 in absolute magnitude, and still have no involvement with the power

component. Of course, perfect reliability in an ECT speed measurement is unlikely.

The basic point is that finding a correlation of some ECT measurement with an SAT or WPC

score (or any other measure of general ability) gives no indication of the respective

correlations with speed and level components of the scores. Much of the correlation

could be attributable to common speed elements. Only through special kinds of test

administration procedures and data analyses could one obtain indications of the relative

contributions of speed and level components.

It is entirely possible that ECT variables that correlate significantly with SAT

or WPC scores are related, in part or even in whole, to the power or "level" components

of such scores, through involvement in both sides of the correlation of either some

kind of broad intellectual ability or fairly specific components of verbal ability,

reading comprehension, or vocabulary. Reading comprehension figures in SAT performance,

and it has been shown that extent of vocabulary is an important element measured by the

SAT-V; word-frequency data on words that are critical in item performance are highly

predictive of item difficulty indices (Carroll, 1979). ECT measurements of speed and

efficiency of cognitive functioning may be indicants of people's ability to acquire

highly efficient reading skills or to acquire an extensive vocabulary. Nevertheless,

logic and general experience with correlations of intellectual abilities suggest that

speed or latency measurements from ECTs are more likely to be correlated with the speed

than with the power components of SAT or WPC scores, when the correlations with total

scores are significant. Even if this is the case, the correlations need not be regarded

as of trivial importance because the speed components of scholastic aptitude tests may,

for all we know, play some role in the effectiveness of such measures in whatever

functions they may have in college admissions and other educational decisions. For

example, Lord (1956) found speed scores positively correlated with academic grades at

the U.S. Naval Academy.
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One might think that some tentative conclusions about speed and power relations of

ECT measurements with intellectual and scholastic aptitude tests could be drawn from an

examination of what kinds of ECT dimensions exhibit correlations with scores from those

tests. However, even a cursory look at the data available will show that limited

numbers of cases in studies, limited data from psychometric tests, failure to consider

sex differences, and the as yet insufficient information about dimensions of ECT

performance make the task of drawing any conclusions almost hopeless at this time.

First indications that ECT measurements might have correlations with scholastic ap-

titude measures arose from the study by Hunt, Frost, and Lunneborg (1973), who reported

differences in a variety of ECT measures between small groups of students selected from

the top and bottom quarters of verbal and quantitative score distributions of the (Uni-

versity of) Washington Pre-College test (WPC), a test which the authors characterize as

for all practical purposes equivalent to the SAT. Significant differences were noted

for certain parameters derived from the Continuous Paired-Associate test and for per-

formances in free-recall tasks, the Posner physical vs. name match task, a Brown-Peterson

memory interference task, and certain paired-associate tasks. Some of the differences

were associated with verbal scores, others with quantitative ability scores. The

authors interpreted the findings as indicating that verbal ability is associated with

rapid access to short-term memory, and that quantitative ability is associated with re-

sistance to interference with cognitive functioning. Insofar as different patterns of

results were obtained for verbal and quantitative scores, and in view of the fact that

verbal and quantitative ability are substantially correlated with each other and also the

fact that their measurements both contain speed components, the results argue somewhat

against the hypothesis that the ECT performances were specifically related to speed com-

ponents of the WPC. It is unfortunate that the authors did not report a correlation

matrix that included WPC scores so that factor-analytic procedures might provide some

indication of how they were related to ECT variables.

In a later and somewhat larger study--but with little increase in sample sizes

(Hunt, Linneborg, & Lewis, 1975), the earlier results were at least partially confirmed.
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It was reported that "university students who obtain high scores on a conventional test

of verbal ability [the WPC verbal composite] do unusually well on a variety of CIP [Cur-

rent Information Processing] tasks," and it was concluded that "although a verbal intel-

ligence test is directly a measure of what people know, it is indirectly a way of iden-

tifying people who can code and manipulate verbal stimuli rapidly in situations in which

knowledge per se is not a major factor" (p. 223). Nevertheless, the results reported do

not exclude the possibility that ECT differences between high and low verbal subjects

were associated primarily or exclusively with speededness aspects of the WPC and other

psychometric tests, and the authors' conclusion just quoted seems to direct attention to

the speed element that is common to the ECT and psychometric variables. The factor an-

alysis of psychometric and ECT variables reported by these authors can be interpreted as

indicating that psychometric intelligence is largely independent of many types of ECT

variables.

In a theoretical article, Hunt (1978) has stressed, however, that large differences

in ECT performances, especially in the Posner matching task and the Sternberg memory

search task, can be observed between "normal" groups and extreme groups such as encepha-

litic mental retardates and "senior citizens." This poses the problem, however, that

retarded and senile groups can be expected to have deficiencies in a wide variety of

cognitive functions, particularly those involving rate of performance. The relevance

of data from these groups for the interpretation of cognitive functions in normal adult

populations is open to question.

Data reported by Chiang and Atkinson (1976) pose questions that even now have not

been resolved in further studies. Radically different correlations (though based on Ns

of only 15) between ECT measures and SAT scores were obtained. Following are "signifi-

cant" correlations (along with parallel, non-significant ones) from their study:

Males Females

Measures Correlated ((N= 15) (N = 15)

Average intercept (visual, memory); Memory span -.543 -.022

Average slope (visual, memory); Memory span .561 -.239

Average slope (visual, memory); SAT-V -.365 .715

Average slope (visual, memory); Average SAT (V, M) -.448 .646
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The general magnitude of some of these correlations would appear to rule out the notion

that visual and memory slopes are specifically related to speed components of the SAT.

The sex differences in the correlations, which are generally significant, make any theo-

retical interpretation of the relationships difficult. The authors explore and reject

several possible alternative explanations of them. One is tempted to dismiss the results

as of no lasting significance, arising from a classic Type I error. (The several signi-

ficant correlations cited above are not completely independent.) Unfortunately, no

replication of the results has appeared in print, as far as we are aware.

Rose (1974) studied a number of cognitive tasks in relation to reported SAT scores

of 50 males and 50 females; separate correlation matrices for the two groups are pre-

sented in an appendix to his report. Correlations between SAT and ECT variables are

generally low and non-significant, and correlations do not differ in any marked way

between sexes, with one surprising exception. On Day 1, the correlation between SAT

and the A-B reasoning task scores (see p. 167) was .08 for males and .48 for females; on

Day 2, when the A-B task was again administered, the values were -.04 and .62, and on

Day 3, the values were .00 and .57. Inspection of the relevant means and S.D.s yields

no suggestion for explaining this apparently consistent sex difference.

Other than in the studies just described, few investigators have looked at sex

differences; often investigators do not even report the sex composition of their samples.

In view of the possibility that sex differences are critical in relations between ECT

and psychometric variables, one hesitates to pay much attention to studies that do not

consider male-female differences. Hogaboam and Pellegrino (1978) found no relations

between measures for a categorical decision task and SAT (see p. 163a);it is just

possible that opposite-signed correlations for the two sexes balanced out to insignifi-

cance with pooling of these groups. Goldberg, Schwartz, and Stewart (1977) found no

significant sex differences in mean RTs for their Posner-paradigm tasks, but reported

no investigation of possible interactions between sex and verbal ability as measured by

the Lorge-Thorndike Intelligence test. Kail and Siegel (1977) found striking sex dif-

ferences in processing of verbal vs. spatial information in a memory task (see p. 217)
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but did not correlate these differences with any psychometric measure. Because their

task was rather unique and novel it is difficult to relate their results to those of,

say, Chiang and Atkinson.

Among results that argue for at least moderate relationships between general intel-

lectual and verbal ability and ECT variables, even though sex differences were either

not found or not investigated, are those of Keating and Bobbitt (1978) and Lansman

(1978). Finding no significant sex interactions with other effects, Keating and Bobbitt

reported significant relations for Raven matrix scores with slopes of Choice reaction

time, memory scanning, and physical-name matches. Lansman found digit span and latency

variables on sentence verification and three-term series problems to have significant

correlations with verbal scores on the WPC test.

The net impression from many of the relevant studies is that slope parameters of

ECT performances are more likely to have significant relationships with psychometric

measures than intercept and simple reaction time parameters, but the relations are

generally weak, and this observation must be qualified by pointing out the possibility

of their being specific to speed components of the psychometric measures. This may be

true even when the psychometric measure is such a generally accepted test of intelli-

gence as the Raven matrix test, as in Keating and Bobbitt's study, or in Jensen's (1979)

study. In our reanalysis of the latter study it appeared that Raven scores shared

variance between an ability factor and a speed factor; Thissen (1979) showed that Raven

scores may have both speed and power components.

In the studies surveyed here, ECT variables in the memory domain showed few

significant relations with ability variables. Berger (1977) found practically zero

relations between memory span variables and vocabulary. The SAT and similar verbal

ability scores had low (though generally positive) correlations with the many memory

task scores studied by Underwood, Boruch, and Malmi (1978); the relations were so small,

in fact, that the verbal ability variables were not included in their factor analysis of

the memory task scores.

It is difficult to assess the general significance of R. Sternberg's (1977) findings
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for "components" of analogical reasoning tasks as predictors of psychometric scores.

Very probably one may conclude that the findings reflect significant and true relations

(despite the very small Ns used in multiple regression analyses), but this may be only

because the laboratory tasks are highly similar to the items in the psychometric meas-

ures. Much more research to generalize the validity of the reasoning task components

beyond their counterparts in psychometric tests is needed.

A summary statement for this section has to be that the case for significant and

interpretable relations between elementary cognitive "current information processing"

tasks and conventional tests of general intellectual ability has much promise but does

not yet have adequate support, mainly because there has been inadequate analysis of the

components of conventional tests, but also because we do not yet know enough about the

dimensions of ECTs. We are very far from being in the position of replacing

conventional psychometric measures with batteries of ECTs.

Uses of ECTs in Prediction

Prediction of Scholastic Achievement

Although, as we have seen, scholastic aptitude tests have frequently been used as

criteria against which to evaluate ECT performances, as far as we are aware ECT measures

themselves have not been studied as predictors of scholastic achievement. It remains

for researchers to investigate whether some set of ECT measures could be found to have

validity in predicting academic performance, either by themselves or in conjunction with

conventional psychometric tests. If the claims for ECTs as superior measures of basic

cognitive functioning have any justification, as we believe they do, one could expect

them at least to make a significant contribution to such prediction beyond that

afforded by conventional tests.

Prediction of Training and On-Job Performance

Two studies have come to our attention that investigated correlations between ECT

performance and training or on-job performance. (A study by Federico & Landis, 1979, of

cognitive abilities in a computer-managed course in electricity and electronics will not
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be considered because the predictors were not what we regard as ECT measures, but more

conventional tests of cognitive processing.)

Love (1977) used various measures of performance of students in a computer pro-

gramming course as criteria for the predictive validity of three tasks that we would

characterize as ECTs, namely, a continuous paired-associate learning test (CPAL) based

on programming content, a digit-span task, and a free recall learning task from which

clustering measures were derived. Guilford's Perceptual Speed test, a more conventional

psychometric test, was also used, on the basis of previous experience with it as a suc-

cessful predictor of programming ability. Results of the study are based on Ns between

29 and about 50. It was found difficult to develop reliable measures of programming

performance, despite considerable effort, and these measures had little relation to

course grades. Among the few significant predictive validity coefficients found in the

study are the following for ECT measures and for the Perceptual Speed test (from Love's

Table 6, p. 37):

Predictor r Criterion Measure

Perceptual Speed .68 Number of program substitutions

Number correct, CPAL task .57 Number of program substitutions

Perceptual Speed .57 Total number of program changes

Digit Span -.52 Maximum number of program runs

Percent correct, free recall -.45 Number of logical program errors

Some of these results "make sense," while others are counterintuitive. Love remarks

that there is "evidence for a relationship between programming performance and human

information processing--albeit complex!" (p. 36). We can only comment that the results

show some promise for the validity of ECT measures in this type of situation, but a

greater variety of well-defined ECT dimensions should be explored in future research.

Cory (1977) reported on the relative utility of conventional vs. computerized

testing with the Graphic and Interactive Processing (GRIP) battery (see p. 75 ) in the

prediction of performance of naval enlisted personnel in four job classifications

(Electrician's Mate, Personnelman, Sonar Technician, and an "undifferentiated
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apprenticeship"). The GRIP battery contains a number of measures that we would charac-

terize as ECTs. Cory obtained validity coefficients of all measures against global

ratings of job performance and against 12 rated job elements such as skill in writing,

verbal conmunication, attention to detail, etc. Against global performance, impressive

contributions to validity were made by certain tests in the GRIP battery only in the

case of the Sonar Technician job (N = 37); this finding was interpreted by Cory as

reflecting "the visual and perceptual requirements which have come to be associated with

the ST job in recent years" (p. 561). The pattern of validity coefficients, examined

from the standpoint of the factor structure for the test battery as a whole, suygests

that the more predictive tests for this job were measures of factor CORB-E (see p. 125),

Perceptual Closure, but the source of the validity of some tests seems to lie in speci-

fic variance. At the same time, a number of computerized tests had significant validi-

ties against specific elements comon to the various jobs. Detailed study of these

validity coefficients in the light of the factorial composition of the predictors,

however, yields little suiggestion of how specific dimensions of IDs are related to these

job elements. Canonical correlation techniques might have produced more readily inter-

pretable results. From the study as a whole. Cory concluded that computerized tests

were frequently more useful than conventional tests.

From the limited data on possible predictive uses of ECT measures, one can only say

that such measures have sone promise as supplements to more conventional tests, but

probably not as replacements for them. Better desioned and more comprehensive sets of

ECT measures should be used in further predictive studies against both training and job

criteria.

Other Lises of ECT Measures

Coknitive Func_tionintIg_ i_ R atoion _to_ PhysiologicaI Condi ti on

Uses of ECTs for assessino cognitive functioning under varicus conditions of physi-

ological stress (diurnal variation, sleep loss, alcohol and drug use. anoxia, illness,

etc.) have been briefly reviewed by Trumbo (1973) and Hunt (1979; see also Colquhoun,
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1972). Trumbo proposes a series of prototype tasks of vigilance, reaction time, bi-

phasic movement, tracking, and time-sharing. Hunt mentions a number of the ECTs we

4have focused on in the present review, pointing out that some of them can easily be

converted to paper-and-pencil format, e.g. the Posner-paradigm task, the Clark and Chase

sentence verification task, and the mental rotation task. He urges an inter-laboratory

team approach to survey literature and conduct requisite research. Some of the ECTs

studied by Rose (1974) were developed originally in the context of a project to

investigate effects of high-altitude anoxia.

It is much beyond the scope of the present review to survey the fairly extensive

literature that already exists concerning physiological effects on cognitive function-

ing. This review, however, should be of use in pinpointing dimensions of IDs that

should be explored to find those that might be especially sensitive to changes in physio-

logical condition. Indeed, information on physiological effects may be critical in the

interpretation of ECT performance. For example, if physiological effects are prominent

in reaction time performances, RT measurements taken in many ECTs might be of little use

in assessing persisting IDs unless account is somehow taken of such effects.

Age Changes in ECT Performarce

The present review has given little attention to the fact that many ECT performan-

ces change rather systematically as a function of age over the period from young adult-

hood, through middle age, up to old age and senility. (Developmental changes from

infancy through adulthood were explicitly excluded from consideration.) Insofar as age

effects are imoortant, they must be taken account of in evaluating Is in adult popula-

tions. It is beyond the scope of this review to consider these age effects, but the

reader may be referred to the comprehensive treatments now available in several chapters

in the Handbook of the ?sychology Aging edited by Birren and Schaie (1977). Refer-

ences to studies of ECT performance occur frequently in these chapters. In Chapter 1,

Birren and Renner discuss general problems in evaluating and interpreting age changes

in speed of response in reaction time and perceptual masking experiments. In Chapter 2,

Schaie touches on the problem of whether psychometric and other instruments developed
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for children or young adults are suitable for use in studying performance of older

persons (see also Baltes & Willis, 1979). It would appear, however, that this problem

centers in instruments with specific verbal or knowledge content, like vocabulary and

information tests, where fashions of usage or current interest may have changed over

decades; it is not so likely to arise with most of the ECTs we have considered. Subse-

quent chapters in Birren and Schaie's handbook refer to data on various reaction time

tasks (simple and choice reaction, stimulus matching, memory search, etc.) as useful

indicators of age changes. For example, Marsh and Thompson (Chapter 11, p. 233) cite

use of the Sternberg memory-search task in conjunction with studies of age changes in

evoked potentials and other EG phenomena. Craik (Chapter 17) reviews age changes in

memory, citing data on digit span, tree recall, and other ECTs, Arenberg and Robertson-

Tchabo (Chapter 18) discuss effects of age on learning ability; and Welford (Chapter 19)

gives a particularly enlightening review of reaction time and motor performance changes

over age. Further information on certain types of ECTs that have been considered in

the present review can be gleaned from chapters on visual and auditory perception,

intellectual abilities, and problem-solving performances.

At the same time, it appears that gerontological research has focused on a rela-

tively limited variety of cognitive tasks. Such research might profit from use of other

tasks that have been described and analyzed here, and from some of the methodological

recommendations that we have made.
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Chapter 6

PSYCHOLOG;ICAL THEORY AND THE STUDY OF ECTs

Introduction

Several writers have urged closer connections between psychological theory and the

study of individual differences, because of the promise of mutual benefits to the two

fields. Hunt (1978) and Estes (1974) have centered their attention on the analysis of

intellectual behavior in terms of possible theoretical explanations. Underwood (1975)

has proposed that IDs could be a "crucible" In nomothetic theory construction, and

perhaps he has most explicitly stated the "generalized case":

If we include in our nomothetic theories a process or mechanism that can be
measured reliably outside of the situation for which it is serving its theoretical
purpose, we have an inunediate test of the validity of the theoretical formulation,
at least a test of this aspect of the formulation. The assumed theoretical pro-
cess will necessarily have a tie with performiance which reflects (in theory) the
magnitude of the process. Individuals will vary in the amount of this characteris-
tic or skill they "possess." A prediction concerning differences in the perfor-
mance of the individuals must follow. A test of this prediction can yield two
outcomes. If the correlation is substantial, the theory has a go-ahead signal.
that and no more; the usual positive correlations across subjects on various
skills and aptitudes 11low no concIlusion concerning the validity of the theory per
se. If the relationship between the individual difference measurements and the
performance is essentially zero, there is no alternative but to drop the line of
theoretical thinkinq. (p. 130)

From Underwood's perspective, it would appear that ID research has more a negative than

a positive role in psycholoqical theorizing; it assists in rejecting wrong theories,

but it does not aid in their confirmation. Underwood goes on to suggest three "guide-

lines" for linking Ills to theory:

(1) The theory must assume at least two intervening processes, and these
processes must interact in some way to relate the independent variables to the
dependent variable.

(2) . . any assumed process must be tied to at least one independent
variable.

(3) . . . great latitude, perhaps along several different dimensions [must
be allowed] in proposed intervening processes. (p. 131)

As one example of a context in which I ) finings could be linked to progress in



psychological theory, Underwood mentions his speculation that the superiority of spaced

repetitions of words in free recall over massed repetitions might be due to a "reduced

processing" of massed items, a speculation that (as we interpret Underwood's statement)

could be disconfirmed if the superiority was found to be unrelated to subjects'

"propensity to attenuate processing."

The present review, dealing with individual differences in the performance of what

have been called ECTs (Elementary Cognitive Tasks), has disclosed many dimensions and

features of those differences. No evidence of IDs in "propensity to attenuate proces-

sing" has come to our attention, but results of studies by Underwood and others in the

domain of memory, as well as results in many other domains, may be pertinent to the

concerns of Underwood and other psychological theorists. The dimensions and types of

IDs that have been identified could undoubtedly have roles in the development of psycho-

logical theory along lines suggested by Underwood. It is believed, however, that their

roles can be in positive as well as negative contexts, insofar as they represent psycho-

logical "facts" to be explained and interpreted in terms of their genesis, their

consequences, and the factors that affect them.

In this chapter the dimensions of IDs that have been disclosed in this review

cannot again be enumerated--that has already been done, briefly, in the preceding chap-

ter. Nor can their implications for psychological theory be indicated in detail--that

is a task for the psychological theorist, who will, it is believed, find much grist for

his or her mill in these pages. One example of a finding that may challenge the theo-

rist, however, may be given. In the exploration of the domain of "mental comparison"

processes it appeared that IDs in visual search processes are highly correlated with

IDs in memory search processes of the sort that are presumably tapped in the well-known

"Sternberg paradigm." The implication of interest to the theorist, it would seem, may

be that memory search processes are simply covert parallels of overt visual search

processes.

Since it appears that the notion of psychological process would play a central role

in the use of ID findings in psychological theory, some further attention is given in
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this chapter to the possible relations between ID dimensions and psychological pro-

cesses, and to the methodology for studying these relations.

Finally, some thoughts on the possible use of ID research in the parameterization

of psychological science are offered.

Cognitive Processes, Components, Factors, ECTs, and IDs

Throughout this review, it has been tacitly assumed that dimensions of IDs in

cognitive processes are intimately associated with variance over individuals of measure-

ments derived from ECTs. While this assumption is regarded as tenable in a broad sense,

a satisfactorily precise model of the relationship between ID dimensions and ECT

measurements needs to be formulated.

To aid in this formulation, we appeal to the notion of "component" that has been

offered by R. Sternberg (1977) and further explicated by him (1979). At the same time,

we want to propose what we believe is a more satisfactory delineation of the relation

between components and factors (or "latent traits") than has been put forward by

Sternberg.

Chapter 4 of Sternberg's monograph (1977) presents a quite detailed and elaborate

system of what he terms componential analysis. It is an impressive contribution to the

theory of information processing in relation to individual differences, and the experi-

ments reported in the remainder of the monograph do much to give it support. While we

agree with much of this system--certainly its spirit and intent, and a great deal of its

content--we believe it contains certain imperfections and areas for needed improvements

and refinements. The improvements are needed precisely in those portions of the theory

that deal with relations between components and individual difference traits or

dimensions.

Two chapters earlier, Sternberg deals with "the differential approach," including

the factor-analytic approach. Since he contrasts componential analysis with factor

analysis, makes a number of criticisms of it, and yet in many ways incorporates factor-

analytic models and procedures into componential analysis, we feel it necessary, first

of all, to make certain remarks to qualify Sternberg's statements about factor analysis.
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It is necessary also because factor analysis deals in a very essential way with indi-

vidual differences and latent traits in relation to manifest variables. Our conception

of factor analysis as an approach to individual differences is somewhat different from

Sternberg's (and perhaps different from that of many factor analysts).

One of Sternberg's criticisms of factor analysis is that it is "generally inter-

individual--it analyzes patterns of individual differences across subjects." He

continues:

Since individual differences are meaningless in the context of one individual,
it is not clear how factor analysis could enable us to discover what the components
within an individual are. While certain modes of factor analysis could be used
intraindividually, it has not been shown that they could discover underlying
components of intelligence. (p. 33)

Exactly what Sternberg has in mind in saying that "certain modes of factor analysis

could be used intraindividually" is not clear, but his recognition that factor analysis

leaves the door open to intraindividual analysis is gratifying. In any case, let us

note that the fundamental factor model equation is a model for the composition of an

individual's score on a variable j. As Sternberg gives this equation (p. 16, Equation

2.10), it is as follows:

= + a + + a. F + dU.

where z. is a given subject's score on a variable L, the Fs are the individual's

(standard) scores on factors 1 through n (the number of variables), U. is the indi-

vidual's score on a factor (including error) specific to variable 1, and the a's and d.

are coefficients that state how the factors are to be weighted for the particular

test 1. We would prefer to modify this equation in two minor ways, however. First,

let us more clearly indicate the application of the equation to a particular individual

by using the subscript i to denote that individual. Second, let us assume, with no

loss of generality, that the number of common factors is m < n. One of the purposes

of factor analysis is to reduce the number of dimensions needed to describe test scores,

and many of the developments of factor analysis have to do with the estimation of an
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optimal or satisfactory value of m < n. The number of common factors, m, is rarely

larger than a third to a half of the number of tests, especially in well-designed factor

batteries. For clarity and simplicity in exposition, let us assume that for a given set

of data, m is exactly 3. We now have a modified equation:

z a F +a a + +F

3 -II --1! -_2-21. !tJ3L-3 +dU.

In principle, there is no reason why one could not add the subscript i to the coeffi-

•cients al, a , a.3, and to give a.1 , ai2 , ai, and d., to indicate that the

score description is specific to individual i. That is, one could allow the coeffi-

cients themselves to vary over individuals; the coefficients ail ... a13 determined by

the usual procedures of factor analysis performed on separate groups of individuals

will in general yield different values of the coefficients for the separate groups.

While variation of values is ordinarily thought of as arising solely from sampling, the

variation could also arise from genuine differences among samples. Suppose, for example,

that two groups are selected on the basis of the strategy their members adopt in per-

forming the task that gives rise to the variable, and it is found that the coefficient

a is substantially positive in one group and zero in the second group (after any-13
appropriate rotation of axes, a matter we discuss below). This could be interpreted as

showing that members of the first group draw on their ability in factor 3 in order to

perform the task, while members of the second group do not. If groups can differ in

this way (as ordinary methods of factor analysis could reveal), so also can individuals,

as members of groups. The only difficulty is that conventional methods of factor

analysis cannot estimate separate coefficients for each individual, simply because

normal data sets do not provide enough degrees of freedom for the estimations. Data

with repeated measurements on individuals might be treated to yield such estimates, if

stable estimates of factor scores could be obtained, independent of the data on

repeated task measurements.

Let us note, at this point, that the score z.i can be, in principle, any kind of

score derived from performance on a-task. It could be, for example, a "component
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score," in Sternberg's terminology, derived by his componential analysis procedure (as

explained above, pp. 225-233), and a series of scores Ii' -2i .... - i ..... 4i

(c = 1, k) could be the k component scores derived by componential analysis for indi-

vidual i from that individual's performance on a set of related tasks. Each score ci

might then be described by a factor equation with a different set of coefficients

acli' c2i' c3i' and dci, although one might hope that over a sample of individuals

the coefficients would be simply a i a a and d representing genuine population--ci _c2' _C3 and
values uniformly meaningful over the individuals. (Note that we are replacing the

subscript 4with c to indicate that the variables are component scores.) We have estab-

lished, in any case, that the fundamental factor equation pertains essentially to one

individual at a time, and thus, that there is nothing in the basic model to exclude the

possibility that factor analysis could deal with intraindividual data. We will come

back to this point later.

A second criticism that Sternberg levels against factor analysis is one commonly

made, namely that factor rotation is indeterminate: "... while the factor space is

unique, the orientation of axes is not. The axes may be rotated in an infinite number

of ways, each of which define factors along different dimensions. The different dimen-

sions have different psychological implications" (p. 31). He continues by citing

Guilford's opinions on factor rotation, Guilford's support of subjective (including

Procrustean) rotations, and Horn and Knapp's (1973) doubts about such methods, ending

by noting:

What is particularly disconcerting about the theoretical status of the psycho-
metrically derived and tested theories of intelligence is that a major differentia
among them (if not the major differentia) is the type of rotation used upon the
initial factor matr-ix Since all rotations of a given number of factors extracted
from a particular set of data account for identical proportions of variance in the
data, it is clear that methods other than factor analysis will have to be used to
choose among alternative theories. (p. 32)

In Sternberg's original exposition of problems of rotation in factor analysis, he

distinguishes between "objective" methods and "subjective" methods as follows:

An objective rotation is one in which all investigators who use the method on
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the same data will arrive at the same result, regardless of differing a priori
hypotheses they may have had regarding the outcome. A subjective rotation is one
in which investigators with different hypotheses may get different results from
the same set of data. In subjective methods, investigators usually specify a
target matrix that represents hypotheses about the configurations of factor
loadings after rotation. The [Procrustean] rotation is then performed so as to
minimize the discrepancy of the solution from the target matrix. (p. 20)

The distinction made here puts undue emphasis on the role of factor hypotheses in the

process of rotation. In actuality, it is not necessary to use hypotheses at all in

performing "subjective" rotations, and such rotations need not be Procrustean.

Although Sternberg seems to recognize that the purpose of "objective" rotation is to

achieve, as far as possible, the criteria of simple structure advanced by Thurstone

(1947) and thus to eliminate the role of any specific factor hypotheses in rotation,

he fails to appreciate, or at least to convey in his exposition, the psychological

import of simple structure criteria.

At the same time, Sternberg fails to recognize adequately the role of a very

general kind of hypothesis, embodied in simple structure criteria, about the preferred

magnitudes and signs of coefficients in the fundamental factor equation. Simple

structure criteria include the requirement that as far as possible the coefficients

a , 2 ... for any variable _ should be zeroes or near zero, leaving one (or a small

number of them) to be positive (not negative). This requirement embodies the principle

of positive manifold, which depends on the orientation of the variables in a positive

direction such that high values represent correct or accurate responses, as opposed to

errors, or rapid responses (if they may be considered desirable) as opposed to slow

responses.

To illustrate, suppose that we have two variables, one being a speed component

measured in msec, the other being an accuracy component measured in terms of the

probability of a correct response. Suppose that these variables, in their raw form,

have an intercorrelation, over a sample of subjects, of -.30. That is, the faster

responders tend to be somewhat more accurate. Suppose further that these two variables

are embedded in a data set such that three factors are needed to account for the common

factor variance. In analyzing the data, we would first reflect the speed component
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variable, with the result that its correlation with the accuracy component is posi-

tive, +.30. In a principal factor solution for the total data set, the coefficients

al' a a 3 of the two variables on the common factors are found as follows:

F F2 F3

1 .352 .438 .731

2 .684 -.519 .391

Note that summation of the products of row-wise-paired coefficients reproduces the ob-

tained correlation, .300. The principle of parsimony alone would lead us to reject this

solution, since it suggests that both variables are related strongly to all three fac-

tors, and that they are "complex" in their factorial composition. Since the axes for

the coefficients may indeed be rotated in an infinity of ways, there is an infinity of

factor solutions like the above that could be rejected on grounds of lack of parsimony.

One general hypothesis underlying simple structure is that variables are usually

"simple" in their factorial composition, that is, that only one or a small number of

latent traits are needed to explain their variance. (A latent trait that has a zero or

near-zero ["vanishing"] coefficient for the variable would not be needed to explain

variance.) In the construction of tasks or tests, or in the selection of variables to

be submitted to factor analysis, one tries to form them so that they will reflect only

one or a small number of hypothesized latent traits. If a variable turns out to have

a complex factor composition in one analysis, one may try to construct new tasks or

variables that will better distinguish the separate traits in a further study.

There is another ground for rejecting the solution shown above, that is, for not

letting it stand without rotation. Variable 2, we note, has a high negative loading on

Factor 2. This would mean that a person with a high score on factor 2 would somehow

be disadvantaged in getting a high score on variable 2. The principle of positive

manifold aims to act against finding this type of result. It represents the psychologi-

cal hypothesis that a latent ability always acts positively, if it acts at all, in

influencing positively oriented manifest variables. Consequently it specifies that
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factor coefficients should be either (1) positive (preferably, significantly so) or

(2) zero or vanishing. The principle of positive manifold, however, does not establish

any absolute prohibition against significant negative loadings. There are certain

conditions where the structure of the data can force one to rotate, following simple

structure principles, in such a way as to produce negative manifolds containing one or

more significant negative loadings. (Such a circumstance is illustrated below, p. 277.)

The most obvious case is where two positively oriented variables have a significant

negative intercorrelation (a rare occurrence in the ability domain). Data exhibiting

negative manifold should strongly impel one to form and test hypotheses about why a

latent trait should tend to act negatively against high scoring on a variable.

Thus, the principles of simple structure, and the general psychological hypotheses

underlying them, would dictate some rotation of axes for the above coefficients to

positions that would eliminate the high negative loading and yield as many near zero

coefficients as possible. But how decide on the appropriate rotations? One option is

to use some "objective" rotation, such as Kaiser's (1958) Varimax procedure, that will

on the average tend to satisfy simple structure principles. (Kaiser's procedure is

better called an analytical procedure rather than an objective one; in any case, it will

not always satisfy simple structure principles adequately. Indeed, there are circum-

stances in which it can produce highly misleading results.) Another option, not

mentioned by Sternberg, is subjective graphical rotation to simple structure. Graphical

rotation can be performed either with strict preservation of orthogonality or with

rotation to oblique axes when the structure so demands. Our own preference is to start

with a Varimax rotation and proceed to adjust it, usually obliquely, if the structure

demands further rotation. Oblique rotation permits greater freedom in performing rota-

tions, and it usually gives faster convergence; a final adjustment to orthogonality ca.1

be made if desired. Graphical rotation is perhaps more an art than a science., *

the early years of Thurstone's research laboratory experiments with "blind' rotai '1s

of the same data set independently made by two or more researchers showed high agrtinent

between solutions. (From this standpoint, graphical rotation might be called an
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"objective" method, by Sternberg's criterion, because the investigators would arrive at

approximately the same result, quite independently of any specific hypotheses they might

have held. Actually, they could not have depended on any such specific hypotheses,

because their "blind" rotations were conducted without knowledge of the identities of

the variables.) The major principle followed in graphical rotation is to try to

"tighten" the loadings around what Thurstone called "bounding hyperplanes," i.e., planes

in higher order space that are defined by groups of test vectors that through axis rota-

tions are made to have vanishing loadings on reference vectors perpendicular to these

planes. The rotations are done by moving the reference axes of pair-wise factor plots.

With a well-designed factor study, the bounding hyperplanes often appear with great

clarity, giving one confidence in the validity of notions of parsimony and simple struc-

ture. Often, these structures replicate well over studies, provided the studies are

well designed to test hypotheses.

In the light of all this, we have to take exception to the generally negative

evaluation of factor analysis given by Sternberg on account of its supposed indeter-

minacy. Factor analysis is scarcely indeterminate if simple structure principles are

observed in rotation. In the case of the hypothetical data given above, it is possible

to rotate to the following simple structure:

A B C

1 .600 .700 .000

2 .500 .000 .800

We have relabeled the factors as A, B, and C, for they are completely different from the

factors we started with. The (orthogonal) transformation matrix is as follows, for any

reader who wants to check:

A B C

F1 .917 -.283 .283

F2 .367 .311 -.877

F3  .160 .908 .389
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After rotation, both variables are "complex," to be sure, since each has strong loadings

on two factors, but there are no longer negative loadings, and zero loadings appear. In

practice, the rotations would be based on a total data set, and the locations of the

reference axes would be determined by hyperplanes with large numbers of vanishing load-

ings. All factors would have many vanishing loadings, and most variables would have one

or two vanishing loadings.

The "bounding hyperplane" concept that lies at the heart of simple structure can be

thought of as reflecting the idea that one wants to find striking contrasts between

variables that do depend on a given latent trait and variables that do not depend on it

at all. In the design of a set of variables to be submitted to factor analysis study,

it is more important to select variables that are not expected to measure a hypothesized

factor than to select variables that are expected to do so. Hypotheses about factor

structure have a place--an important one--in the design of factor analysis studies- they

need have no place at all in the process of rotation.

Perhaps, however, Sternberg recognized the role of simple structure in rotation

(indeed, he uses Varimax procedures in "external validation" of componential analysis)

and was concerned instead with the apparent conflict between such factor models as

Holzinger's bi-factor theory, Thurstone's multiple-factor theory, Guilford's Structure-

of-Intellect (SI) theory, and the Burt-Vernon-Cattell-Horn hierarchical models. In many

respects there is little conflict among these models. As applied to the same set of

data, all these models will produce approximately the same solutions, or solutions that

are interconvertible by simple transformations. All observe at least some of the

principles of parsimony and simple structure. The major difference among them is now

seen to have to do with the treatment of what is regarded as "higher-order" covariance

in the Thurstonean system, i.e., correlations between "primary" factors. This is almost

a matter of taste, not theory. Some authorities prefer to look at a series of completely

orthogonal factors, even though their number may be greater than the number of factors

initially required to account for the variance of a data set, thus violating the prin-

ciple of parsimony. Others are willing to think of factors in different orders of
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spaces. Still others (e.g. Guilford) are content to leave correlated variance in

primary factor space, thus making minor violations of simple structure criteria. Since

solutions are generally interconvertible (e.g., by the Schmid-Leiman [1957] orthogonali-

zation) it is difficult to see that truly alternative or incompatible theories are

involved. If "factors" are conceived of simply as sources of variance, it matters

little whether a source of variance is identified in primary factor space or some other

space. For example, a "general" factor can be regarded as existing either in a second-

order factor, in a separate orthogonal factor, or as embedded in two or more primary

factors. Perhaps we are oversimplifying the probleiw of the relation between factor

analysis and theories of intelligence, but it would require much more space to deal

with it adequately and in depth, and we do not consider it worthwhile to do this here,

in any case.

A third criticism of factor analysis made by Sternberg is that it cannot discover

processes, and thus that it cannot discover components as Sternberg defines and 'dis-

covers" them. This should be taken not as a criticism but as a remark or coeret . and

it is one .ith which we agree. Factor analysis is not designed to discover processes

(although many cf its practitioners may have had, or still harbor, hopes in that

direction); it can discover only sources of variance in behavior or other measurements.

SoiE sources of variance m1ay reside in processes, and factor-analytic results can be

considered with that possibility in mind. But other sources of variance can reside, foi-

example, in differences in knowledge or in practiced skill Factor-analytic results

can do no more than to suggest, in appropriate contexts, what latent traits of irHi-

vidual differences are sources of variance in the execution of processes.

This possibility may be illustrated if we now turn to a consideration of Sternberg's

"components" and "component scores." According to kim, "A component is an elementary

information process that operates uponi internal representations of objects or sy,"bols"

(p. 65). Later, he develops the notion of a component score as a parameter esti::iate for

individual subjects. "[Component scores] are hypothesized to measure the durdtions or

difficulties of the components of the information-pr, cessing model of task solution .
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The component scores are viewed as measuring latent traits, the root processes underly-

ing intelligent behavior" (p. 75). However, "the scores differ in the purity of the

measured behavior."

Component scores may be viewed as ways of scoring performance on an ECT. This

suggests to us the possibility of entering component scores as variables in a factor

analysis in order to investigate sources of individual differences in them. Sternberg

presents data on component scores and reference ability measures for the sample of 16

subjects involved in the People Piece and Verbal Analogy experiments; these data

(Tables 7.10, 7.13, 7.18, 8.6, 8.7, and 8.10) are sufficient to enable us at least to

illustrate the use of factor analysis with sets of component scores and reference abili-

ties, despite the smallness of the sample. Such a factor analysis would seem to be in

line with Sternberg's suggestion that "correlating component scores with reference

abilities forces the investigator to show that identified components are of general

interest, that they are correlated with variables other than themselves" (p. 92).

A graphically rotated orthogonal solution for the five component scores in the two

experiments and seven reference ability scores is given in Table 7. (Unfortunately,

Sternberg did not give sufficient data for the vocabulary test for it to be included

in the analysis.) The results, incidentally, exhibit negative manifold, because even

though all component scores were reflected it would be impossible to orthogonally

rotate axes to eliminate some strong negative loadings. Five factors emerged by the

unity-eigenvalue criterion, and these seemed sufficient; they accounted for 81.8% of

the variance. Three of the factors, C, 0, and E, were defined mainly by component

scores for Application, Inference, and Mapping, respectively. These parameters are

thus seen to show considerable generalizability over the two experiments. They were not

represented in reference ability measurements, however. Possibly in future research

one could identify reference ability measurements for them. The other two factors,

A and B, were defined principally by reference ability tests for Reasoning and

Perceptual Speed, respectively, but the parameters for Encoding,and Preparation and

Response,were associated with them in a rather complex way. The parameter for
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TABLE 7

Graphically-Rotated Orthogonal Factor Matrix

for Components and Reference Ability Tests

in Sternberg's (1977) People Piece and Verbal Analogy Experiments

Factor

A B C D E h2

People Piece Experiment (Components)

-a (Encoding) 1 -.59 .42 -.07 .24 .02 .58

-x (Inference) 2 .02 .02 -.14 .23 .75 .64

-y' (Mapping) 3 .00 .07 -.18 .81 -.02 .70

-z' (Application) 4 .00 .06 .62 .41 -.41 .72

-S (Preparation & Response) 5 .77 -.12 .28 .35 -.04 .81

Verbal Analogy Experiment (Components)

-a (Encoding) 6 -.61 -.01 .55 -.31 .18 .81

-x (Inference) 7 .24 .13 -.47 .62 .29 .77

-y' (Mapping) 8 .20 -.18 .29 .69 .04 .63

-z' (Application) 9 -.02 .13 .85 .04 -.05 .74

-c (Preparation & Response) 10 .75 -.10 .26 .33 .00 .75

Reference Ability Tests (Scores)

Word Grouping 11 .64 .05 -.08 .47 -.06 .64

Letter Series 12 .74 .16 .16 .34 .06 .72

Cattell Reasoning 13 .73 .30 .10 .31 .15 .74

Same-Different 14 -.12 .86 .05 .05 -.04 .76

Letter Identification 15 .05 .96 -.04 .17 -.15 .98

French Number Comparisons 16 -.10 .64 .29 -.07 .37 .64

French Identical Pictures 17 .28 .7J .36 .00 .24 .79
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Preparation and Response is most clearly associated with factor A, Reasoning: People

who are quick in "preparation and response" tend to make high scores on reasoning tests,

even though (as we are assured by Sternberg) the reasoning tests are not excessively

speeded, if at all. At the same time, high scores on factor A are associated with slow

encoding in both experiments. In the case of factor B, high scores in Perceptual Speed

are seen to be associated with fast encoding, but only in the case of the People Fiece

experiment. There are various other complexities illustrated in the factor loadings.

For example, fast Encoding is associated with fast Application in the Verbal Analogies

experiment, but with Mapping in the People Piece experiment. Fast Inference is associ-

ated with fast Mapping and slow Application in the Verbal Analogies experiment.

These results shed some light on the nature of component scores and tend to support

Sternberg's view that they differ in the purity with which they measure latent traits.

Factor analysis can show how source traits of IDs, particularly when represented by

reference ability tests, can enter into measurements of processes. A given source trait

can enter into the determination of two or more component processes, and a given com-

ponent process can sometimes be affected by two or more source traits of IDs. The

extent of such determinations can be affected by the nature of the task from which the

component scores are derived. For example, Encoding speed was associated with Percep-

tual speed in the People Piece experiment but not in the Verbal Analogy experiment,

possibly because of the use of pictorial stimuli in the former, in contrast to printed

words in the latter.

The major points of this section may be summarized as follows:

1. Compunents are seen as processes that can be identified and often generalized

over tasks, but they may operate somewhat differently in different tasks, depending on

the nature of those tasks.

2. Component scores are ways of scoring performance on ECTs; they are measures of

the duration and operational accuracy of component processes in a given type of task.

3. Component scores are not, however, direct measures of source latent traits of

individual differences. Instead, they may reflect the operation or influence of such

source traits.
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4. To investigate the factorial composition of component scores, i.e., the source

traits of IOs, singly or in combination, that contribute to their variance over indi-

viduals, component scores for a given task may be entered into a factor analysis, along

with component scores for other tasks and scores on appropriate reference ability tests.

The selection of tasks and reference ability tests can reflect hypotheses as to the

nature of the source traits.

5. Factor analysis is an appropriate and sufficiently objective method for making

such investigations. The actual machinery of factor analysis is not dependent on any

hypotheses adopted in advance of the analysis; it affords a way of testing those

hypotheses.

6. Since fundamental factor equations can apply to one individual at a time,

factor analysis can be used on an "intraindividual" basis. The possibility of obtaining

meaningfully different factor solutions for different groups or individuals (e.g.. using

different strategies of task performance) is suggested.

IDs, ECTs, and Parametric Approaches in Psychology

In the "hard" sciences, one can have a Handbook of Physics and Chemistry that

gives detailed and well-established information on the properties of chemical elements

and compounds, and many other matters of use to researchers and practitioners, all

unified within a system of measurement of time, distance, mass, etc., based on proper-

ties of matter and energy. Even in biological and medical sciences it is possible to

list parameters of growth and physiological proesses, often using the same metric

system (the Systbme Internationale adopted by treaty among nations) developed in

physical science. Aside from certain compendia of human physical and behavior facts

that have been assembled for human engineering (Morgan, Cook, Chapanis, & Lund, 1963;

Parker & West, 1973), no such handbooks of metricized scientific facts and data are

available in experimental psychology. The psychological literature mentions numerous

scientific laws, e.g. Hick's law (Hick, 1952) or Fitts' law (Fitts, 1954; see also

Welford, 1977, p. 454), but many of the parameters of such laws are arbitrary constants

not readily specifiable in anything like the Systbme Internationale.

One probable reason for this lack is that many of the free parameters of psycho-

logical laws are related to individual differences. Up to the present, it has rarely
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been possible to express parameters of individual differences in absolute measurements

or in terms of event probabilities that could be dealt with in appropriate nomothetic

and mathematical networks. IDs have usually been measured on an arbitrary, relativistic,

or "norm-referenced" basis. Performances on psychological tests, such as the SAT and

many others, are expressed initially in terms of test-centered "raw score" scales and

then in terms of various derived scales such as the IQ and the "standard score," both

of which are derived from normative information.

Measures of ECT performance, on the other hand, offer the possibility of bringing

IDs into the realm of absolute measurement and the Systbme Internationale. Latency

measurements are normally expressed in msec or sec, while accuracy measures can be

expressed in proportions or probabilities. The "components" of Sternberg's system of

componential analysis are similarly treatable as times or probabilities. The condi-

tions under which an experiment or measurement is conducted are generally expressible,

in large part, in terms of physical units, frequencies, or probabilities, and stimuli

can often be described in this way. Many attributes of words, for example, can be

expressed in terms of frequencies and probabilities.

In this perspective, it should be possible to express parameters of IDs as

measurements in a physical and real number system. For many years, digit span per-

formance has been expressed in terms of such a system (of course, under certain

psychophysical assumptions concerning thresholds and gradients), but the same or similar

logic could be applied to measurements of performance in many other ECTs. What would be

needed, in many cases, would be further attention to the nomothetic measurement of ex-

perimental conditions, stimuli, and performance relationships. For example, it should

be possible to extend or refine the methods proposed by Carroll and Burke (1965) for

parameterizing paired-associate learning performance in the light of individual differ-

ences. ID parameters might also be developed for description of performance in Shepard

and Teghtsoonian's (1961) running recognition tasks, using their equation and also

considering the characteristics of the stimuli and conditions of the task.

Research and development along such lines, together with further development in
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latent trait theory (Lord & Novick, 1968) should make it possible, eventually, almost

entirely to dispense with normative procedures of measurement, and to move experimental

cognitive psychology closer to the status of a true science. Incidentally, it may be

pointed out that absolute or quasi-absolute parameters are required for full application

of the writer's "model of school learning" (Carroll, 1962) which assumes that amount and

rate of learning are a function of several situational and ID factors that can be

expressed in part in terms of physical measurements of time.
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Chapter 7

SUMMARY, CONCLUSIONS, AND RECOMMENDATIONS

This monograph is essentially an expansion, by a large factor, of a small portion

of a review by Carroll and Maxwell (1979) of recent research in human cognitive abili-

ties that was published in the Annual Review of Psychology. It focuses on individual

differences (IDs) found in performance of what are called Elementary Cognitive Tasks

(ECTs); see a definition of this phrase in Chapter 2. Since it concentrates on findings

from recent studies it makes no claims to being a complete or exhaustive summary of the

totality of research literature on the area covered.

In Chapter 1, questions that the survey would attempt to consider were listed.

These questions will be listed again here, with tentative answers and references to

fuller discussions of them in the main body of the text.

1. What kinds of IDs are observable in simple cognitive tasks?

Two approaches were employed to answer this question. After a mainly theoretical

chapter (Chapter 2) that developed a scheme for organizing the material surveyed,

results of correlational and factor-analytic studies were analyzed or re-analyzed to

attempt to disclose the dimensions of IDs that could be identified in performance on a

variety of ECTs that have been studied in recent literature in experimental cognitive

psychology. Chapter 3 presents the findings of this survey from the standpoint of

factor analysis; a brief summary is to be found on pp. 243-253. The second general

approach was task analysis; the varieties of ECTs that have been studied were

classified and discussed in depth in Chapter 4.

A large variety of ID dimensions were identified. The majority of these pertained

to measurements of speed of performance or response; dimensions pertaining to accuracy

or correctness of performance were much less emphasized, except in the memory domain.

While many different dimensions were identified (perhaps up to 25 or 30), it was diffi-

cult to cross-identify the factors and dimensions. It is probable that further research
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could substantially reduce the number that can be firmly established, mainly by showing

that pairs or groups of dimensions now indicated only as possibly distinct are in fact

not distinct.

2. Are these IDs of sufficient extent, and can they be made to attain sufficient
reliability, to lead one to believe that they reflect stable characteristics of indi-
viduals, and to suppose that they might be relevant in personnel selection and training
programs in an organization like the U.S. Navy?

The fact that high internal or test-retest reliabilities have been observed for

many of these ID dimensions suggests that they do indeed exhibit sufficient variance

and stability in normal adult populations to make them of potential relevance in

personnel selection and training programs, and in other contexts.

3. How can these IDs best be observed? Under what conditions, and through what

procedures, can they best be measured? How should performances be scored and otherwise
reduced to quantitative terms? Are the IDs reflected better in gross speed and accuracy
scores, or are they better reflected in carefully defined parameters of task performance
in relation to information processing theories? Are "componential analysis" procedures
(as suggested by Sternberg, 1977) to be recommended in obtaining suitable performance
measures, and if so, how generally can such procedures be applied?

These questions are considered in considerable detail in Chapters 2, 3, and 4,

where numerous recommendations are made regarding the observation and measurement of

IDs in specific ECTs. Accuracy of measurement depends in part on the experimental pro-

cedures employed, and in part on methods of observation and scoring. For practical

purposes it is frequently possible to obtain measurements in terms of gross speed and

accuracy scores, but for more refined measurements, and certainly in research, carefully

defined parameters should be employed. Sternberg's componential analysis procedures are

believed to have considerable promise and can be more generally applied, in conjunction

with factor analysis and latent trait theory, than has been the case until now.

4. From a factor analytic viewpoint, what are the dimensions of IDs in simple
cognitive tasks? How general are these dimensions over a wide variety of such tasks,
or is it the case that IDs are largely specific to narrowly defined classes of tasks?

Fairly large numbers of ID dimensions identified here are at present known only as

associated with rather narrowly defined classes of tasks. Presently available data,

however, do not exclude the possibility that these dimensions can eventually be shown
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to have much greater generality over different classes of tasks. Research has not yet

been sufficiently extensive to reveal any major amount of hierarchical structure among

the various ID dimensions that have been disclosed.

5. To what extent do IDs measured through simple cognitive tasks relate to dimen-
sions of IDs as measured by more conventional psychometric tests? To what extent, if
at all, are these IDs involved in the performance of more conventional tests, and if so,
can conventional tests be adapted so as to better reflect the functioning of such IDs?
If there are significant relationships between IDs measured through simple cognitive
tasks and those measured through more conventional tests, do these relationships reflect
intrinsic common elements between the two classes of variables, or do they reflect the
operation of extrinsic, "third variables"?

Analysis of data in the literature reveals many instances in which dimensions of

IDs in ECTs are associated with, or are highly similar to, dimensions identified in

more conventional psychometric tests. At the same time certain of these dimensions may

be novel and outside the normal realm of what can be readily measured by conventional

tests. Many of the ECT ID dimensions can be easily measured in paper-and-pencil formats,

although many precautions and safeguards would have to be instituted to prevent the

operation of extraneous factors in such adaptations. Other ECT dimensions, however, can

be measured only by computerized testing, often requiring specialized apparatus.

Examination of the literature suggests many ways in which conventional tests could

be adapted to provide better measurement of basic aptitudes and capacities. Of particu-

lar interest would be improved methods of administering conventional tests to

distinguish speed and accuracy (correctness) dimensions of ability.

There is as yet little firm evidence concerning ways in which ECT measurements

relate to variance on conventional tests of intelligence and verbal ability. What rela-

tionships are revealed are weak,-at least in normal adult populatiuns; they are typi-

cally on the order of a correlation coefficient of .30 (i.e., 9% variance in common).

There is little promise, as yet, of replacing conventional tests with batteries of ECT

measurements. Some evidence suggests, however, that such measurements may be valuable

supplements to conventional tests.

6. To what extent are IDs measured through simple cognitive tasks subject to the
effects of specific education, training, practice, and other variables that would tend
to reduce their suitability for use in personnel assessment and training programs? To
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what extent do they vary as a function of such demographic variables as sex, age, SES,

race, and occupation? To what extent do they vary as a function of strategies of
performance that may be more or less arbitrarily chosen or adopted by examinees?

Since most of the data surveyed here have been collected on fairly homogeneous and

specialized samples on a one-time or short-term basis, insufficient evidence has accumu-

lated to answer these questions with any assurance. Most tasks are sufficiently novel

to the average subject to yield high reliabilities without much practice; a few appear

to require considerable practice, on the part of the subject, before they attain suffi-

cient reliability and appropriate construct validity. Relatively few instances of

important strategy differences in performance have been reported thus far, but the

available evidence is sufficiently striking to suggest that the problem of strategy

differences requires thorough examination.

7. To what extent, and in what way, is the study of IDs in simple cognitive tasks
likely to lead to better understanding of human behavior, or to the development of
psychological theory? What is the "construct validity" of these IDs, i.e., what do
they "really" measure or reflect?

The net impression is that further study of IDs in simple cognitive tasks can be

of great value in the development of psychology as a science. The construct validity

of measurements of these IDs can be elucidated only through systematic and well

organized research.
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APPENDIX

Factor Analyses of Data Sets

Explanatory Notes

1. Reference my be ends to Table 2 (pp. 85-86), using the 4-letter designations assigned to each date set.

for further information about sources, samples, factor analysis procedures. etc.

2. For some of the data sets. factor analysis was applied to only a subset of the variables given is the

source. Variables that have been sign-reflected from variables in the original data sets are iedicated by a minus

sign (-) preceding the variable number. Where variables were not numbered in the source, variable numbers were

created by numbering the variables in correlation matrices.

3. The general principle followed in arranging the tables is to assign each variable to the factor on which

it has its highest loading (in absolute magnitude). Within a factor, variables are generally arranged In

decreasing order of these loedings.

4. Values of h
2 

(coemuolities) are taken from the principal factor solutions on which each analysis is based.

with the number of factors used in the analysis. In the case of orthogonal rotations, the value of h
2 
should be

equal to the sum of the squares of the loadings. within rounding error. Most values in these tables are rounded

to 2 decimal places from values with 5-decimal accuracy given on computer print-outs.

5. C (principal component) and PF (Principal factor) eigenvalues are taken from the respective solutions,

when available. For convenience. they are listed, in order, under columas designating rotated factors, but they

are not to be taken as being associated with those rotated factors since rotations redistribute variance.

INDEX

Analysis Source of Data Set Page

ALRK (Allen. Rose, G Kromer, 1978) 299
BRGR (Berger. 1977) 300
CHAT (Chiang G Atkinson. 1976) 301
CORO (Cory, Rimland. & Bryson, 1977) 301
EGAN (Egas, 1978) 302
FERO (Fernandes F Rose. 1978) 302
FRDB (Frederiksen, 1978) 303
HUFL (Hunt. Frost, C, Lunnoorg. 1973) 303
HULL (Hunt. Lunneborg. & Lewis. 1975) 304
3IAMA (Jackson 6 McClelland, 1979) 305
JAMB ( " 305
JENS (Jensen, 1979) 305
LANA (Lessman. 1078) 306
LANW ( " " 1 306
LUNA (Lnneborg, 1977) 306
LU5 ( " " 306
MAUC (Malmi. Underwood. 6 Carroll, 1q79) 306
ROBA (Robertson-Tchabo C. Arenberg. 1976) 307
ROFE (Rose G Fernandes, 1977) 301
ROSE (Rose, 1974) 309
UNEM (Underwood. Boruch. & Nalmi. 1979) 310
SNUL (Snow, Morshalek, 6 Lohmn, 1976) 311
WHIA (Whitely. 1977) 311
WHIl .. ) 311
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Analysis AL.RI( (Allen. Rose. G Kramer, 19T8)

Loadings on Oblique Axes

Factor

A a C 0 E F h
Dlay 1 2 1 2 1 2 1 2 1 2 1 2 1 2

Factor A: Speed of Mental Comparison (?)

Physical Match -9_10 .78 .87 .06 .09 .0O .01 -.11 .05 .09 .09 .09 .02 .72 .94
Set Menbe rship lst. 3b.36 .78 .76 .03 -.:05 -.:05 -.:09 -.03 .05 -.04 -.10 .41 .52 .73 .78
Ltr . Rot atlon,Slope 2,4 .54 .25 -.10 -.14 -.03 .09 .46 -.04 -.03 -.03 .06 .10 .56 .14

Factor B: Memor: Span. Registration (?).2.4 .3-0 1 0 .1.6-0 0 7 7

..etter recall Slope -14 .02 -.06 .92 .9T -.01 -.01 -.06 -.23 -.10 -.06 .04 -.01 1.00 1.00

Factor C:Perceptual Speed(?

Scan 6Search. Slope -47 -. 30 .17 .01 -. 02 .83 .83 -.06j -.09 .08 -. 03 .11 -. 05 .93 .74
1. .Intercept 46 .31 -. 21 .00 .00 .83 .77 .04 O0t -. 09 .15 -.06 .07 .97 .93

Factor D, Free Recall (Secondary Memory) (?)

Sent.Recall. Max Cluster 58 -.04 .02 -.01 -.14 -.02 -.0, .53 .57 .12 .17 -.16 -.13 .30.3
Senit.Recog,Mean Error -52 .06 .10 .14 .01 -.06 -.06 .49 .41 .09 .18 -.01 .07 .27 .20
Ltr.Rotation.lntercept -1-3 -.10 -.18 -.01 -.06 .00 -.11 .53 .21 .07 .32 .21 .12 .51 .27

Factor E: Numerical Ability (?)

Ment.Addit'n.Overall Mean 31 .05 .06 -.06 .01 .08 .15 .37 .48 .83 .73 -. 09 -.02 .90 .71
.Slope 28 -.01 -. 04 .06 .12 -.14 .04 .10 .24 .50 .55 .18 .01 .44 .44

Factor F: Slope of Visual/Memory Search (?)

Set Mem'ship.Slope -37.-39 .07 .05 .01 .11 .16 .11 .16 .20 .01 -.15 .52 .75 .49 .83
Sevit.RecallCluster Level -59 .20 .18 _.07 .10 -.06 -.03 -.19 -.20 .12 .24 .51 .59 .31 .58

Factor Correlations

A 1.00 1.00 -.06 -.03 .13 .20 -.13 -.19 -.15 -.15 -.17 -.24
8 -.06 -.03 1.00 1.01 -.10 -.04 -.17 .19 .41 .18 -.01 .05
C .13 .20 -.10 -.04 1.00 1.00 .16 .22 .09 -.12 .2o .19
D -.13 -.19 -.17 .19 .16 .22 1.00 1.00 -.12 -. 34 .30 .09
E -. 15 -. 15 .41 .18 .09 -.12 -.12 -.34 1.00 1.00 .14 .13
F -. 17 -. 24 -. 01 .05 .26 .19 .30 .09 .14 .13 1.00 1.%0

PC Eigenvalues 2.69 2.74 2.52 2.39 1.98 1.77 1.49 1.36 1.20 1.24 .91 1.01
ITF Eigeuvalues 2.42 2.41 2.24 2.16 1.71 1.59 1.20 1.03 .70 .85 .60 .62

Loadings on Oblique Axes produced by a Procrustes rotation using as a target matrix the average of
"significant" loedings yielded by independent "blind" rotations of the respective data sets.
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Analysis 8RGR (Berger. 1977)

Loadings on Oblique Axes

Factor

A B C h
2

Factor A: Interference Resistance

Delayed Digit Span 2-9 3 .83 .20 -.06 .78
Embedded Figures Test 9 .77 .17 -.09 .65
Rod and Frame Test 8 .77 .00 -.03 .62
Long Digit Span 1 .75 .25 -.04 .69

Retroactive Inhibition 2 .72 .30 .06 .74
Delayed Digit Span 4-7 6 .66 .02 .41 .86

Factor B: Registration

Immediate Digit Span 2-9 7 .15 .76 .00 .67

Imediate Digit Span 4-7 4 .01 .67 .30 .70

Factor C: Proactive Inhibition

Proactive Inhibition 5 -.02 -.01 .59 .39

Factor Correlations

A 1.00 .08 .28
B .08 1.00 .27
C .28 .27 1.00

PC Eigenvalues 4.78 1.46 .96
PF Eigenvalues 4.51 1.11 .49

Analysis CHAT (Chiang f Atkinson. 1976)

Loadings on Oblique Axes

Factor .

A 8 C D h
2

Factor A: Speed of Mental (omparison

VIN'T (Visual Search. Int. 3 .98 -.13 -.03 .31 1.08
MI.r (Memory Search, lnt. 1 .98 .28 .05 -.18 1.0"

Factor B: Slope of Visual/Memory Search

VSLOPE (Vis.SearchSlope) 4 .00 .9 .07 -.0. 1.01
MSLOIPE (Me.Search,Slope) 2 .00 .87 -.07 .09 .80

Factor C: Memory Span

-MIOT (Memoty Span) -5 -.03 -.04 .88 .03 .81
-MSPAN (Largest Mem. Span) -6 .39 .11 .75 -.02 .71

Factor D: Scholastic Aptitude

SAT-M (Mathematical) 8 -.10 -.01 .01; .96 .94
SAT-V (Verbal) 7 .10 .46 .38 .62 .68

Factor Correlations

A 1.00 .00 .01 .00
B .00 1.00 -. 15 -.05
C .01 -.15 1.00 .00
D .00 -.05 .00 1.00

KC Eigenvaluen 2.40 1.97 1.62 1.13
(Analysis from Principal Components)
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Analysis COBB (Cory. Rimlmnd. & Bryson. 1977)

Loadings on Oblique Axes

Factor

A B C D E F G H h
2

Factor A: Verbal/quantitative reasoning

ARI (Arithmetic Reasoning) 3 .56 .09 .29 .1B .07 .08 -.03 -.06 .60
GCT (Verbal meanings) 2 .51 .18 -.04 .03 .37 .03 .14 .13 .68
AF T (Vocab. arith rens.) 1 .49 .45 .02 .19 -.01 .11 .38 -.04 .75Inference 17 .47 .02 .12 -.02 .42 -.01 -.02 .05 .54
ETST (Electron.Selectn) 8 .45 .26 .05 .23 .01 -.05 .0. .36 .57
Nonsense Syllogisms 16 .28 -.02 .03 .04 .20 -.07 .09 .02 .17

Factor B: Technical knowledge

SHOP (Tools, etc.) 9 .00 .90 .05 .00 .21 .02 -.01 -.02 .97MECH (Mechanical. elect.) 4 .13 .68 -.04 .11 -.02 -.02 .30 .05 .62

Factor C: Perceptual Speed

CLFR (Perceptual Speed) 5 .06 -.06 .71 -.07 .00 -.01 .06 .03 .59
Counting Numbers 12 -.06 .03 .63 .05 -.01 .07 -.01 .00 .42
Comparing Figures 19 -.04 .01 .39 .21 .0r -.02 .10 .0; .29
Hidden Patterns 11 .02 .06 .35 .25 .11 -.08 .35 .02 .43
-Year of Birth (=Youth) -10 .00 .11 .32 .04 .18 -.08 -.03 -.10 .14

Factor D: (Auditory?) Associative Memory

RADIO (Sounds, symbols) 7 .04 -.01 .26 .54 -.0 .02 -.01 .10 .47
SONAR (Pitch-memory) 6 -.04 .12 -.06 .38 .07 .03 .0b .04 .27
Visual Mere. for Numbers 22 -. 07 -. 02 .14 .26 .23 .23 -. 11 -. 12 .37

Factor E: Sequential Reasoning?

Twelve Questions 20 .06 .04 -.01 .03 .42 .05 -.01 -.04 .27
Password 24 .02 -.04 .01 .02 .41 .OF .05 .06 .3t
Object-Number 15 .12 -.21 .0; .05 .20 .01 -.02 -.16 .15

actor F: Free Recall Memory

Memory for Words 21 .02 .05 .02 -. 03 .00 .71 -. 01 -. 01 .73
Memory for Objects 25 .01 -.04 -. 06 .04 -.07 .42 .0' .It .37

Factor G: Perceptual Closure

Gestalt Completion 13 -.03 .03 .00 -.05 .05 .01 .64 .04 .48
Concealed Words 14 .02 -.08 .26 .01 -. 13 .06 .40 -.06 .31
Drift Direction 18 .01 .05 .06 .18 -.06 .02 .10 .06 .10

Factor H: Pattern Perception

Memory for Patterns 23 .02 -.02 .18 .35 -. 01 .00 -. 06 .48 .48
-Recognizing Objects -26 -.01 .03 -.01 -.03 .02 .0'. *24 .37 .34

Factcr Correlations

A 1.00 -. 04 .13 .18 .03 .09 .06 -. 05B -.04 1.00 -.14 -.04 .04 -.17 -. 11 .14
C .13 -.14 1.00 .02 .02 .07 .09 .09
D .18 -.04 .02 1.00 .21 .39 .18 -.06
E .03 .04 .02 .21 1.00 .42 .28 .40
F .09 -. 17 .07 .39 .42 1.00 .22 .2o
G .06 -. 11 .09 .18 .28 .22 1.00 .10
H -. 05 .14 .09 -. 06 .40 .29 .10 1.00

PC Eigenvalues 5.33 2.41 1.80 1.48 1.35 1.22 1.08 .07
PF Eigenvalues 4.84 2.04 1.30 .91 .80 .6Q .49 .42
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Analysis EGAN (Egan. 1978)

Loadings on Orthogonal Axes

Factor
A B C h

2

Factor A (Spatial Accuracy)

LGZV Visualization: 0 Correct .83 .00 .06 .69
GZAS Spatial Visualization .78 .32 .01 .72
LBRT Block Rotation: a Correct .77 .17 -.07 .62
GZAS Spatial Orientation .76 .22 .06 .64
LSPA Spatial Apperception: a Correct .67 .05 .05 .45
GZAS General Reasoning .60 .03 .41 .53
GZAS Mechanical Knowledge .50 .36 -.07 .39

Factor B (Spatial Speed)

-LURT Latency .18 .88 -.00 .82

-LGZV Latency .26 .84 .03 .77
-LSPA Latency .00 .67 .33 .55
GZAS Perceptual Speed .33 .42 .42 .47

Factor C (Doublet for g?)

GZAS Numerical Operations -.01 .00 .86 .74
GZAS Verbal Comprehension .44 -.21 .41 .40

PC Eigenvalues: (not available from report)
Slight further rotation from Varimax Rotated Matrix

Analysis FERO (Fernandes & Rose, 1978)

Loadings on Oblique Axes
Factor

A B h
2

Day 1 2 1 2 1 2

Factor A: Free Recall (Secondary Memory) (?)

Free Recall - % Correct. Control .65 .94 .49 -.02 .67 1.00
List Differentiation,% Corr., 1 .59 .52 .01 .24 .35 .Q7

Factor B: Memory Span (Registration) (?)

Memory Span - Ltrs, Low Sim. .00 .35 1.00 .52 .99 .59
Running Recognition. a Cor./lOO .42 .00 .31 .72 .28 .59
Situational Freq,,Correlstion .57 .34 .23 .50 .37 .55
Interference Suscept.. %Cot. .60 .33 .55 .49 .66 .52

Factor Correlations

A 1.00 1.00 .0) .34

B .00 .34 1.00 1.00

PC Eigenvaluen 2.98 3.49 1.04 0.84

PF tigenvslues 2.59 3.12 .74 .59

3
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Analysis HULL (Hunt. Lunneborg £ Leis, 1975)

Loadings on Orthogonal Axes

Factor
A B C D -E h

2

Factor A: General Reasoning
Sun+Tues:Additive const., T2 27 .85 -.23 -.03 .10 .24 .81

:D 28 .83 -.08 .27 -.06 -.19 .81
Vea :ry wt T 2  -34 .72 -.06 .17 .03 .20 .59
Verbal Reasoning 3 .70 .16 - .O -.12 -.06 .54
Sun+Tues:A2A1 wt., T2  -33 .65 -.38 -.25 -.21 -.18 .71
Space Visualization 1 .65 .17 .18 .03 -.09 .49
Sun+Tues:A Ai wt., T2  -32 .64 -.36 -.25 -.07 .33 .72
Numericn osing 2 .56 .17 .55 -.20 .02 .69
Verbal Comprehension 4 .56 .35 -.18 -.30 -.13 .51
Numerical Ability 5 .53 .25 .38 -.18 .28 .60
Hidden Figures 8 .52 .00 .06 -.25 -.28 .42
Sun+Tues:Letters wt.. T1  -26 .48 .09 -.18 .06 -.19 .31
Digit Span (Auditory) 11 .29 .04 .20 -.22 .06 .18

Factor 8: Perceptual Speed

Clerical Speed: Names 7 .06 .68 -.14 -.02 .12 .37
Name-Physical Match Time -15 .06 .61 -.03 .10 -.05 .30
Color Name-Asterisk Time -13 .18 .61 .13 .15 -.01 .44
Clerical Speed: Numbers 6 -.26 .54 -.01 -.03 .07 .37

SuntTues:Month-Day wt., T, 29 .20 -.36 -.0.1 .36 .16 .33
:Additive const. TI 25 .02 .34 .20 .01 -.03 .16

Factor C: Slope of Visual/Memory Search (?)

Dichotic Listening:Category 9 .29 -.07 .73 -.13 -.15 .66
Sun.Tues:Ltr-Math wt, T2  -30 -.11 .34 .62 .26 -.10 .59
Dich.list;Ear-Cat. -10 .07 -.21 .61 -.29 .0j .51
Slope. Mem.Scen, Pos. 2J 101 107 .53 .29 -.01 .37
Slope, , Ng. 23 -.16 .03 .49 -.11 -.04 .27
Sun+Tues:A 2 wt., T2  -31 .41 -.01 .49 .19 .11 .46

Factor 0: Memory Span (Interference) (?)

Transpositional Err..Pos.4 18 -.13 -.05 -.12 .81 .06 .70
Err., Pos.4-Pos.1 19 -.06 .14 .02 .76 -. 0 .61

.Pos.4-Nontr. 20 -.16 .13 .14 .72 -.00 .59
Asterisk Reading Time 12 .02 -.27 -.20 .29 .05 .20

Factor E: Speed of Mental Comparison (?)

Iconic Mem: .3sec-Osec 17 -.16 -.14 .01 -.01 .72 .56
- Recall, Osec.lelay 16 .14 .36 .04 -.30 -.62 ,63

lnterceptMem.Scsn, Neg. -24 .0 55 -.O6 -.20 .59 .70

Physical Match Time -14 .15 .23 .04 -.02 .56 .39
Intercept.Mem.Scan, Pos. -22 .28 .46 -.0" -.00 .56 .62

Data rearranged, with sign reflections noted, from the authors'
Table 9. Varimax Rotated Factor Matrix. Coaunalities computed
from the data presented.
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I.
Analysis JAMB (Jackson & McClelland. 1979.

Analysis JAMA (Jackson f, McClelland. 1979. Table 5. p. 167)
Table 1. p. 159)

Loadings on Oblique Factors
Loadings on Orthogonal Factors

Factor Factor

A B h
2  A B C D h

2

Factor A: Verbal Comprehension Factor A: Speed of Mental Comparison

Long pnsoage:raw compreh. 7 .87 .06 .75 Physical-se letter match RT 9 .94 -.05 .06 .10 .92
Short passage:raw compreh. 9 .70 .23 54 Simple Pattern RT a .93 -.03 -.07 -.08 .87
Listening comprehension 3 .69 .31 *57 Name-letter match RT 10 .85 .03 .33 -.10 .92

SCAT: Verbal Aptitude 4 .56 .35 43 Synonym match rT 11 .79 .00 .22 .00 .73

SCAT: Onat. Aptitude 5 .51 .15 .28 Homonym match RT 12 .62 .03 .25 .00 .49
Auditory letter span 16 .35 .18 .00 -.20 .29

Factor B: Rending Speed Factor B: Language Knowledge, Reading

Long passage: raw speed 6 .11 .93 .88
Short passage: " 8 .25 .88 .84 Listening Comprehension 3 .22 .80 -.07 .29 .69

Short passage:eff.rdg.speed 2 .54 .78 .91 Long passage:eff.rdg.speed 1 .37 .79 .11 .05 .83
Long passge:efrdg.speed 1 .66 .62 .82 Short passage: " " 2 .38 .79 .17 -.06 .94SCAT: Verbal Aptitude 4 .20 .59 .22 .05 .48

Accuracy, homonym task 13 -.13 .51 .02 -.31 .53
PC Eigenvalues 5.15 1.41
PF Eigenvalues 4.87 1.16 Factor C: Perceptual Speed (?)

Multiple Itr. display Slope 15 .00 .00 .90 -.04 .83
" AT 14 .48 -.02 .74 .O5 .86

SCAT: Quantitavie aptitude 5 .23 .33 .49 -.07 .47

Factor 0: Visual Threshold

Single letter threshold 7 .08 -.14 .31 .64 .66

Peripheral letter span 6 -.07 .11 .12 .46 .23

Factor Correlations

A 1.00 -.01 -.11 .02

B -.01 1.00 ,00 .34
C -. 11 .00 1.00 .OV
D .02 .34 .00 1.00

PC Eigenvalues 6.04 2.98 1.71 1.25
PF Eigenvalues 5.81 2.69 1.43 .82

Note: A graphically-rotated orthogonal solution is

to be found in Table 6. p. 159.

Analysis JENS (Jensen. 1979)

Loadings on Orthogonal Factors
FactorFactor AAnalysis LANA (Lansman, 1978,

9 A B C h
2  

Table 4, p. 56)

Factor A: Slope of Choice Reaction Time per Bits Loadings on orthogonal factors

Low slope of DT on bits -2 .84 -.03 -.06 .71 Factor
Lou slope, SO of DT on bits -4 .65 .22 -.15 .50 A B C h

2

Low sean SO of DT -3 .54 .04 .30 .39
Baven mstrices, high score 9 .40 .43 .14 .45 Factor A: Simple Reaction Time
High nesroticisn 12 .O(J -.01 .01 .01 Probe RT: Easy recall -2 .90 .41 -.05 .98

Factor 6: General intelligence : Hard recall -3 .86 -.09 .11 ,76
: Control condition -1 .50 .06 -.02 .23

Concept Mastery high score 10 .05 .86 .03 .75
Digit Span, high score 8 .02 .50 -.10 .26 Factor B: Paired Associate Learning 1?)
Low extraversion -11 .06 .30 -.01 .09
Low Lie scale -13 -.03 .23 -.17 .Of Cont.PA: p Correct, Hard rec. 7 .03 .80 .21 .69

1 Easy " 6 .14 .69 .19 .54
Factor C: Hand Movement Speed

Factor C: Memory span (Registration) 1?)
High mean SO of iT 0. .02 -,02 .75 .57
Fast DT at 0 bits -1 -.22 -.24 .64 .52 Digit span 8 .04 .12 .54 .31
Fast mean Median MT -5 .13 .18 .48 .28 WPC Verbal composite 9 -.02 .14 .54 .31
Serial Learning.low errors -7 -.02 .06 -.17 .03

PC Eigenvalues 2.44 1.67 1.07
PC Eigenvalues 2.61 2.00 1.53 PF Eigenvalues 2.14 1.23 .47
PF Eigenvalues 2.13 1.44 1.07 Varimax factor variances 1.82 1.34 .68
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Analysis LAND (Lansman. 1978. Analysis IOJNA (Lunneborg, 1977.
Table 6. p. 72) Table 2. p. 314)

Loadings on oblique factors Loadings on Oblique Factors

Factor Factor

A a C h
2

A B C h
2

Factor A: Speed of Semantic Processing
Factor A: Simple Reaction Time (?)

Sent. Verif. RT. 6-item Cnd. - : .99 .04 .03 .q8 or Slo e of CRT per bits?
6-se Cnd. -8 .90 .07 .01 .97 Motor RI 1 .78 .03 -01 .77
Control -2 .96 .01 -.05 .93 Search intercept 6 .70 -.04 .23 .60

Three-Term Series RT -10 .73 .0, -.09 .55 Choice time 2 .4.1 .18 .3S .49
WPC Verbal Composite 12 .59 .12 .2.0 .42 Dichotic category -9 .41 .33 -.01 .48Search slope 5 ,33 .07 .39 .34

Factor B: Memory Span (Registration)

Factor 8: Free recall (?)

Digit Recall.6-item Cnd. 4 .07 .96 .01 .98
.o-sec Cnd. 7 .01 .88 .06 .83 Clustering base 11 .01 .89 .00 .98

Digit Spun 1 .11 .58 .14 .42
Digi SpaFactor C: Memory Span (Registration) (?)

Factor C: Accuracy of Semantic Information Processing Fco :Mmr pn(eitain ?Digit span final -7 -.04 -.01 .58 .37
Sent. Verif. Errors.-item -6 .01 -.01 .89 .82 Prop. correct (CRT) 3 -.03 -.o" .46 .26

.6-sec -9 -.05 -.02 .86 .77 Stroop difference 4 .05 .18 .46 .25
Control -3 .02 .19 .71 .62

Three-Term Series Errors -11 .23 .22 .26 .20 Factor Correlations

Factor Correlations A 1.00 .38 .11
11 .38 I.O -.19

A 1.00 .00 .00 C .11 -.19 1.00

) .0O 1.00 .21
C .01 .21 1.00 PC Eigenvalues 3.23 1.73 .P1

P 
_______ PF Eigenvlues 2.84 1.24 .54

PC Eigenvolses 4.27 3.18 1.67
PF Eigenvalues 4.0o 2.65 1.49

Analysis MAUC (Malmi. Underwood, f Carroll, 1 70)
Analysis LUNB (Lunneborg. 1977.

Table 5, p. 322)

Loadings on Orthogonal Factors Loadings on Oblique Factors

Factor A B h
2

A V C D h2 Factor A: Free Recall (Seondary Memory)

Factor A: Slope of CRT per bits (?) FRS .49 -.0, .68

Choice RT 2-finger .93 FR3 .48 -.0 7(,

Choice RT i-finger .71 SL3 .45 .05 .7,
SLS .39 .Of- .07

Factor H: Speed of Semantic Processing (?) FRI .34 .07 .54
SLI .31 .0DO .45

Haven Time .89 PAS .24 .22 .6('
Raven Time 11] .81 -

Factor B: Paired Associate Learning

Factor C: Control of Articulation (?) PA-4St -.05 .53 .84

Delay read time .83 - - PA-2St .02 .48 .71

R/L latency .4,8 - - PA-2St .0 .43 .87

Verbal prob. solv. intercept .7 - - PA3 .16 .35 .07
PA3 .10 .34 .1 6

Factor D: Memory for complex events () Factor Correlations

Verbal prob. solv. slope - - - .81 - A I.00 .85
No delay read time .42 - - .64 - B .85 1.00

Varimax-rotated principal component factors. Data re-arring- PC Eigenvalues 8.34 .75
ed from author's Table 5. No loadings below .40 reported; PF Eigenvalues 8.07 .40
commonalities not reported. Orthogonal Varimax Variances 4.33 4.24
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I

Analysis ROSA (Robertson-Tchobo G Arenberg. 1976)

Loadings on Oblique Axes

Factor

A B C D E h
2

Factor A: Simple Reaction Time

oSimple T (onset of zero) -4 .71 .00 .03 .03 .04 .66
Choice RT I (spec.digits) -5 .69 .33 .00 .04 -. 06 .81
ChoiceRT 2 (even odd]digit -6 .53 .47 -. 01 .01 .08 .77

Factor B: RT to Complex Sequential Events

Choice RT 4 (contig.digits) -8 -.04 .81 .01 .07 -.02 .76
Choice RT 5 (even-odd seq.) -7 .37 .55 .21 -.01 -.03 .75

Factor C: Accuracy of Complex Information Processing

Choice RT 3: Correctness 11 -.02 -.02 .72 .02 .04 .74
Choice ST 4: Correctness 12 .03 .32 .64 -.02 -.05 .73

Factor D: Free Recall (Secondary Memory)

Free Recall, Ist 7 pos'ns 10 -.01 .00 .01 .69 .00 .99
Delayed free recall 1 .09 .04 .04 .48 .30 .53
Digit span, longest span 2 -. 14 .01 .24 .30 .05 .24

Factor E: Free Recall (Primary Memory)

Free Recall, last 5 pos'ns 9 .00 .01 .00 .00 .70 .64
Dichotic digit pairs 3 .21 -.21 .04 .20 .26 .25
Delayed recognition 13 .24 -.00 .10 -.01 .26 .22

Factor Correlations

A 1.00 .23 .29 .31 .22
B .23 1.00 .15 .21 .24
C .29 .15 1.00 .34 .39
D .31 .21 .34 1.0(j .03
E .22 .24 .39 .03 1.00

PC Eigenvalues 4.83 1.65 1.30 1.13 .84
PF tigenvalues 4.53 1.31 .93 .82 .52
Varimx Variances 2.53 1.60 1.51 1.48 1.09
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Analysis ROFE (Rose 6 Fernandes. 1977)

Loadings on Oblique Axes
Factor

A B C D E F G h
2

Day 1 2 1 2 1 2 1 2 1 2 1 2 1 2 1 2

Factor A: Speed of Rentsl Comparison

Sternberg Intercept 1s. 13 .75 .81 -.16 -.03 -.19 -.22 -.12 -.02 .05 -.07 -.04 .10 -.12 -.04 .89 .95
Posner Physical atch Same 1 .43 .60 .14 -.07 .00 .1 .04 .33 -.Or -.17 .01 -.01 -.05 .00 .70 .81
Posner "Different" 4 . .57 .4 -.03 .27 .2 .11 .19 -.12 -.2 -.04 -.16 -.01 .05 .93 .85
Collins Q.Superset int. 31 .47 .55 .14 .32 .06 -.06 .22 .00 .14 .22 -.07 .08 .02 .06 .74 .78
Sternberg Intercept eg. 17 .11 .54 -.06 .21 -.27 -.02 .10 -.16 -.24 .13 -.02 -.09 .1 .03 .75 .81
Posner Cat.Meth-Sae 3 .33 .53 .13 -.02 .22 .26 .10 .10 -.06 .0 3 -.14 .14 .08 .80 .78
Posner Name "atch-Sme 2 .31 .3Q .22 .21 .15 .01 -.06 .20 -.01 -.11 -.03 .03 .04 -.23 .80 .70

Factor B: Speed of Semantic Processing

Baron Sense-Nonsese 10 -.04 .00 .66 .02 -.14 -.04 .04 .04. -.02 .41 .13 .34 -.12 -.07 .95 .90
Baron Sense-Homophone it .00 -.03 .04 .75 -.13 .04 .47 -.29 -.2 .03 .19 .18 -.19 .03 .76 .92
Collins o Q.Property Int. 33 .16 -.05 .53 .74 -.11 -.07 .32 -.03 .17 .60 .07 .24 -.13 -.13 .82 .71
Baron Homophone-Nonsense 1 .27 .09 .47 .63 .02 .01 -.0 .2 26 3 .19 .07 .15 .05 -0 1 .82 .98
Meyer "Word" 7 -.07 .14 .45 .46 .03 .20 -.13 .13 -.01 -.27 .01 .22 .13 -.05 .65 .83
Meyer "Non Word" t 3 -. 0S .18 .29. .Q .15 -.32 . 00 .02 -.05 -.21 .08 .02 -.07 .60 .70

Factor C: Slope of Visul/Clemory Search

Sternberg Slope Positive 24 -.11 -.32 -.00 .19 .51 . 0 .15 .16 -.22 .02 -.0 V -.18 .O .06 .70 .83
Sternberg Slope Negative 1 .02 .0 .3 -.17 .72 .5 .0 .01 .20 .01 -.24 -.39 -.21 -.0 .7 .72Clark 6, Chase "Base" 29 .10 .07 .30 .31 .22 .52 .01 .25 .I9 .17 -.03 .05 .22 .07 .62 .84

Factor D: (Doublet for JuOlF Word Positive)

Junin Word Positive:Slope I .22 .17 .00 .09 .24 .15 .5 .74 .05 -. 04 .13 .50 -. 12 .08
:Int. 19 .23 .47 .09 .22 .00 o.00 -.4 -.64 -.21 -.32 -.04 -.19 . .02 .72 .81

Factor E: (Doublet for Juola Word Negative)

Juol Word Negstive:Slope 20 .08 -.01 .12 .14 .26 .46 .21 -. 15 .5o .60 -.03 -.49 .13 .0- .44 .0
:Int. 2t .23 -.05 .00 -.5 0 -.33 .20 -.38 -.43 -.67 -.93 .18 .0 -.17 .01 1,00 .97

Factor F: (Doublet for Juolo Category Positive)

Juols Cat. Positive:Slope 2 -.02 -.10 .28 .63 .04 15 .24 .14 -.15 -.17 .78 .60 .14 .17 .93 .7
:Int. 23 .09 -.05 -.12 -.21 .06 .27 -.29 -.43 .00 .12 -73 -. -.51 -.17 .86 .6

Factor G: (Doublet for Juots Category Negative)

Puol Cat. Negative:Slope 24 .00 .03 .06 .10 .12 .12 -.03 -.06 .439 -.05 .15 .23 .b . 0 .62 .92
:Int. 2 -05 -. 01 .1 .3 .7 1 .07 .0 -. 22 -. 21 -. 05 -. 26 -. 54 . 7, -. 57 .

Factor Correltions

A100 1.00 .5, .18 .4,, .47 -. 16 -.28 -. 34 -. 05 -. 07 .02 -. 14 -. 22a .56 .18 1.00 I.oo .53 -. 18 .19 .60 -. 65 -. 53 -. 45 -.76 .29 .6>0
V" .46 .47 .53 -. 18 1.00 1.00 -. 21 -. 54 -. 33 .20 .15 .53 -. 03 -. 51
D -. 16 -. 27 .19 .60 -. 21 -. 54 1.00 1.00 -. 38 -. 43 -. 65 -. 78 .53 .09
E -. 34 -. 0 -. 65 -. 53 -. 33 .20 -. 39 -. 43 1.00 1. 00 .58 .53 -. 31 -. 36
I.' -. 07 .02 -. 45 -. 7t, .15 .53 -. 65 -. 78 .58 .53 1.00 1.00 -. 51 -. 71
C,-.14 -. 22 .29 .60 -. 03 -. 51 .53 .69 -. 3) -. 36 -. 51 -. T1 1.00 1.00

PC Eigenvalues L0.1,2 10.07 2.54 3.90 1.83 2.11 1.59 1.88 1.43 1.48 1.2q 1.23 1.14 1.00
ITFEigenvslues 10.41 9.86 2.33 3.73 1.66 1."< 1.34 1.72 1.12 1.33 1.02 1.09 .89 .82

Loadings on oblique axes produced by a Procrustes rotation using for the non-zero entries of the target atrix the
average of "significant" loading$ yielded by independent "blind" rotstions of the respective date sets. No reflections
of variables from the authors' correlation matrices were made.
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Analysis UNBM (Underwood. Boruch. & Malmi, 1979)

Oblique Factor Loadings Schmid-Leiman Orthogonalized Loadings

A B C D E h
2  

g a b C d e h
2

Factor A: Free Recall

FR-CO. Free Rec., Concrete 3 .58 -.01 -.02 .22 -.Oh .67 .61 .51 -.01 -.02 .21 -.06 .69

FR-S. " ".Spaced/Massed 2 .55 -.02 .01 .07 .28 .73 .64 .49 -. 01 .01 .06 .27 .73

FR-C. Free Recall. Control 1 .53 .06 .14 .01 .04 .65 .62 .48 .04 .14 .01 .04 .64

FR-AB. , Abstract 4 .41 -.01 .08 .41 -.04 .64 .59 .37 .00 .08 .39 -.04 .64

FR-1t" ,Ass.Pairs 5 .41 .08 -. 03 .31 .01 .60 .62 .36 .06 -. 02 .30 .01 .61

FR-CA . .CattId Lists 6 .37 .07 -. 01 .29 .01 .50 .57 .33 .05 -. 01 .27 .01 .51

LD List Discrimination 20 .37 .02 -.02 -.05 .32 .44 .46 .33 .01 -.02 -.05 .31 .44

SA-FR Simul.Acq. FR of pairs 25 .29 .04 .07 .02 .08 .22 .38 .26 .03 .07 .0L .07 .22

Factor B: Paired Associate Learning

PA-I1,PA:Crossed Associates 11 .02 .65 .03 -.01 -.04 .76 .76 .02 .50 .03 -.01 -.04 .82

PA-CA.PA:Paired Categories 12 -.02 .55 .07 .15 -.04 .66 .70 -02 .43 .07 .14 -.04 .70

PA-M,PA: Matching 10 .03 .53 .00 .02 .10 .61 .69 .03 .40 .0o .0 .10 .65

PA-C.PA: Control 9 .1t .49 -.09 -.02 .03 .62 .69 .14 .38 -.Ob -.02 .03 .65

SL-MSerial Lrn'gMatching 14 .12 .33 .04 .25 .03 .52 .63 .10 .25 .04 .24 .03 .53

SL-C, " .Control 13 .11 .28 .18 .14 .07 .42 .57 .10 .22 .18 .13 .06 .44

Factor C: Memory Span (Registration)

MS-LL.Mem.Span.Low-sim.ltrs. 22 -03 .03 m .71 .04 .83 .25 ~.03 .02 .90 .01 .04 .84

MS-D, " Digits 21 .03 -. 02 .75 -. 05 .06 .61 .19 .02 -. 02 .75 -. 05 .06 .61

MS-HL. " .Hi-sim.ltrs. 23 -.02 .12 .64 .04 -.00 .50 .27 -. 0L .09 .64 .04 -,07 .50

Factor D: Memory for Events

SF-Z Situat'l Freq.Judgment 19 .02 -. 03 .05 .57 .31 .59 .40 .02 -. 02 .05 .54 .30 .54

RR-D Running Recognition 18 .02 .04 -.02 .48 .27 .47 .40 .02 .03 -. 02 .46 .26 .44

SA-D Simnl.Acq..Recog.Pairs 27 -.05 .10 .05 .40 .06 .26 .30 -.04 .0 .05 .36 06 .24

Factor E: Verbs) Discriminatioo

VD-C Verb.Disc;., Control 15 -.01 .10 .00 .06 .60 .49 .37 -.01 .01 .00 .06 .58 .4b

VD-A I Affective 16 .12 -.01 .00 .07 .59 -50 .36 .10 -.01 .00 .07 .58 .48

Factor Correlations g,

A 1.00 .62 .22 .28 .28 .73
B .62 1.00 .16 .39 .30 .83

C .22 .16 1.00 .19 .02 .24
o .28 .39 .19 1.00 .20 .46
E .28 .30 .02 .20 1.00 .37

PC Eigenvalues 8.41 2.13 1.46 1.30 1.14
(Reported by authors)
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5001 isenhower Avenue
Alexandria, VA 22333

I _
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Marines Other 1DoD

SCTENTIFIC ADVISOR (CODE RD-i) Cameron Station, Bldg.DR A.SAKSY1 eeseDcnnainCne
HQ. U.S. MARINE CORPS Alexandria. VA 223114

WASHINGTON, DC 20380 Attn: TC

1 Dr. Craig I. Fields

Advanced Researchi Projects Agency
1400 Wilson Blvd.
Arlington, VA 22209

1 Dr. Dexter Fletcher
ADVANCED RESEARCH PROJECTS AGENCY
11400 WILSON BLVD.

ARLINGTON4. VA 22209

1 Military Assistant for Training and

Personnel Technology
Office of the Under Secretary of' Defense

for Research & Engineering
Room 3D129. The Pentagon
Washington, DC 20301
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Civil Govt Non Govt

Dr. Susan Chipman 1 Dr. John R. Anderson

Learning and Development Department of Psychology

National Institute of Education Carnegie Mellon University

1200 19th Street NW Pittsburgh, PA 15213

Washington, DC 20209

Personnel R&D Center SCIENCE APPLICATIONS INSTITUTE

Office of Personnel Managment hO DENVER TECH. CENTER WEST

1900 E Street NW 7935 E. PRENTICE AVENUE

Washington, DC 20415 ENGLEWOOD, CO 80110

Dr. Joseph .. Young. Director 1 Dr. Patricia Baggett

Memory & Cognitive Processes Department of Psychology

N3tionnl Oience Foundation University of Denver

Washington. DC 20550 University Park
Denver, CO ;0208

1 Dr. Jackson Beatty
Department of Psychology
University of California
Los Angeles, CA 90n?4

1 Dr. ,!cholas A. Tond

Dept. of Psychology
Sacramento Stte College
6O0) Jay Street
Sacramento, CA 95810

1 Dr. Lvle Bourne

Departrmnt of Psychology
University of Colorado
Boulder, CO 80309

Dr. John S. Brown
XEROX Palo Alto Research Center
3333 Coyote Road

Pdlo Alto, CA 94304

1 Dr. William Chase

Department of Psychology
Carnegie Mellon University

Pittsburgh, PA 15213

Dr. Allnn M. Collins
Bolt Beranek & Newman, Inc.
50 Moulton Street
Cambridge, Ma 02138
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Non Govt Non Govt

1 Dr. Lynn A. Cooper 1 Dr. Marvin D. Glock
Department of psychology 217 Stone Hall

Uris Hall Cornell University

Cornell University Ithaca, NY 14853
Ithaca, NY 14!50I a 

1 
4Dr. 

Daniel Gopher

1 Dr. Meredith P. Crawford Industrial & Management Engineering

American Psychological Association Technion-Israel Institute of Technology

1200 17th Street. N.W. Haifa

Washington. DC 20036 ISRAEL

1 Dr. Fred Reif 1 DR. JAMES G. GREENO

SESAME LRDC
c/o Physics Department UNIVERSITY OF PITTSBURGH

University of California 3939 O'HARA STREET

Berkeley, CA 94720 PITTSBURGH, PA 15213

Dr. Emmanuel Donchin 1 Dr. Harold Hawkins

Department of Psychology Department of Psychology
University of Illinois University of Oregon

Champaign. IL 61820 Eugene OR 97403

1 ERIC Facility-Acquisitions 1 Dr. Barbara Hayes-Roth
41833 Rugby Avenue The Rand Corporation

Bethesda, VAD 20014 1700 Main Street
Santa Monica, CA 90406

1 Dr. Edwin A. Fleishm'.n
Advanced Research Resources Organ. 1 Dr. James R. Hoffman

Suite 900 Department of Psychology

4330 East West Highway University of Delaware
Washlngton, DC 2001! Newark, DE 19711

1 Dr. John R. Frederiksen 1 Dr. Earl Hunt

Bolt Beranek & Newnan Dept. of Psychology
50 Moulton Street University of Washington
Cambridge. MA 02138 Seattle, WA 98105

1 Dr. Alinda Friedman 1 Dr. Steven W. Keele

Department of Psychology Dept. of Psychology
University of Alberta University of Oregon

Edmonton, Alberta Eugene, OR 97403
CANADA T6G 2E9

1 Dr. Walter Kintsch

1 DR. ROBERT GLASER Department of Psychology

LRDC University of Colorado

UNIVERSITY OF PITTSBURGH Boulder. CO 80302
3939 O'HARA STREET
PITTSBURGH, PA 15213



UNC/Carroll March 10. 1980 Page 7

Non Govt Non Govt

1 Dr. David Kieras 1 Dr. Mark D. Reckase

Department of Psychology Educational Psychology Dept.
University of Arizona University of Missouri-Columbia

Tuscon, AZ 85721 4 Hill Hall
Colunbia, MO 65211

1 Dr. Stephen Kosslyn
Harvard Universit 1 Dr. Andrew M. Rose

Department of Psychology American Institutes for Research

33 Kirkland Street 1055 Thomas Jefferson St. NW

Cambridge. MA 0213P Washington, DC 20007

1 Dr. Alan Lesgold 1 Dr. David Rumelhart
Learning R&D Center Center for Human Information Processing

University of Pittsburgh Univ. of California, San Diego

Pittsburgh, PA 15261) La Jolla, CA 92093

1 Dr. Frederick M. Lord I PROF. FUMIKO SAMEJIMA

Educational Testing Service DEPT. OF PSYCHOLOGY

Princeton, NJ 0540 UNIVERSITY OF TENNESSEE
KNOXVILLE, TN 37916

1 Dr. Allen Munro

Behavioral Technology Laboratories 1 DR. WALTER SCHNEIDER

1845 Elena Ave., Fourth Floor DEPT. OF PSYCHOLOGY

Redondo Beach, CA 00277 UNIVERSITY OF ILLINOIS

CHAMPAIGN, IL 61820
1 Dr. Donald A Norman

Dept. of Psychology C-0') 1 DR. ROBERT J. SEIDEL

Univ. of California, San Diego INSTRUCTIONAL TECHNOLOGY GROUP

La Jolla, CA 92093 1HUMRRO
300 M. WASHINGTON ST.

1 Dr. Jesse Orlansky ALEXANDRIA, VA 22314

Institute for Defense Analyses
400 Army Navy Drive 1 Dr. Richard Snow

Arlington, VA 22202 School of Education
Stanford University

I Dr. James A. Paulson Stanford, CA 94305
Portland State University

P.O. Box 751 1 Dr. Kathryn T. Spoehr
Portland, OR 97207 Department of Psychology

Brown University
1 Dr. Martha Polson Providence, RI 02912

Department of Psychology

University of Colorado I Dr. Robert Sternberg
Boulder, CO 80302 Dept. of Psychology

Yale University
1 DR. PETER POLSON Box 11A, Yale Station

DEPT. OF PSYCHOLOGY New Haven, CT 06520

UNIVERSITY OF COLORADO
BOULDER, CO 80309

..---
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Non Govt

DR. ALBERT STEVENS
BOLT BERANEK & NEWMAN, INC.
50 MOULTON STREET
CAMBRIDGE, MA 02138

Dr. Kikumi Tatsuoka
Computer Based Education Research

Laboratory
252 Engineering Research Laboratory

University of Illinois
Urbana, IL 61801

DR. PERRY THORNDYKE
THE RAND CORPORATION
1700 MAIN STREET
SANTA MONICA, CA 90406

Dr. Benton J. Underwood
Dept. of Psychology
Northwestern University
Evanston, TL 60201

Dr. Phyllis Weaver
Graduate School of Education
Harvard University
200 Larsen Hall, Appian Way
Cambridge, MA 02138

Dr. David J. Weiss
N660 Elliott Hall
University of Minnesota
75 E. River Road
Minneapolis, tN 55455

DR. SUSAN E. WHITELY
PSYCHOLOGY DEPARTMENT
UNIVERSITY OF KANSAS

40- ' 0090


